
Illustrious: an Open Advanced Illustration Model

Sang Hyun Park∗ Jun Young Koh∗ Junha Lee Joy Song

Dongha Kim Hoyeon Moon Hyunju Lee Min Song†

Onoma AI Research

Abstract

In this work, we share the insights for achieving state-of-the-art quality in our
text-to-image anime image generative model, called Illustrious. To achieve high
resolution, dynamic color range images, and high restoration ability, we focus
on three critical approaches for model improvement. First, we delve into the
significance of the batch size and dropout control, which enables faster learning
of controllable token based concept activations. Second, we increase the training
resolution of images, affecting the accurate depiction of character anatomy in
much higher resolution, extending its generation capability over 20MP with proper
methods. Finally, we propose the refined multi-level captions, covering all tags
and various natural language captions as a critical factor for model development.
Through extensive analysis and experiments, Illustrious demonstrates state-of-the-
art performance in terms of animation style, outperforming widely-used models
in illustration domains, propelling easier customization and personalization with
nature of open source. We plan to publicly release updated Illustrious model series
sequentially as well as sustainable plans for improvements on HuggingFace3 with
a license4.

1 Introduction

Stable Diffusion[1] has brought groundbreaking advancements to the field of image generation. In
particular, SDXL[2], which was trained with SD XL architecture with dual CLIP text encoder, based
on large-scale datasets, has become even more powerful, offering excelling prompt control over
generated images. While photorealistic image generation has benefited from large datasets like
ImageNet[3] and OpenImages[4], illustration and animation image generation has comparatively
shown slow progress, mainly due to the lack of large-scale finetuned open sourced models and strict
dataset requirements.

We introduce a state-of-the-art anime generation model, Illustrious, which surpasses existing various
models in various aspects. By leveraging a large dataset and offering detailed prompt guidance,
Illustrious can express a wide range of concepts combinations, as depicted in Figure 17 that previous
models struggled, with accurate control with prompt guidance, such as CFG[5], and capable for
producing high-resolution images with anatomical integrity.

∗equal contribution
†corresponding author
3https://huggingface.co/OnomaAIResearch/Illustrious-xl-early-release-v0
4https://huggingface.co/OnomaAIResearch/Illustrious-xl-early-release-v0/blob/main/README.md
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Figure 1: High-quality samples from Illustrious. Our model exhibits vibrant color and contrast on
a range of image styles.
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Figure 2: Model Comparison Images

2 Preliminary

2.1 SDXL

Stable Diffusion is a latent Text-to-Image diffusion model used as a foundation model in various
image domain fields such as classification[6], controllable image editing[7][8], personalized image
generation [9][10][11], and synthetic data generation[12][13]. According to previous studies by Ho
et al.[14] and Song et al.[15][16], the diffusion model has arose as a powerful image generation
model[17], placing the U-Net[18] backbone as a dominant architecture. In addition to this popular
U-Net backbone, SD / SDXL applies improved upscaling layers, and cross-attention for text-to-image
synthesis to a Transformer-based architecture. Unlike SD1.5 and SD2.0, which uses CLIP ViT-L,
OpenCLIP ViT-H respectively, SDXL employs dual text encoders: CLIP ViT-L and OpenCLIP ViT-
bigG. With the addition of a second text encoder, SDXL has significantly improved its understanding
of text descriptions for images compared to previous models. The change resulted in the parameter
size of the text encoder of 817M and 2.6B parameters in the U-Net.

Table 1: Finetuned Model

Finetuned Model Base Model step batch size Dataset Size Prompt Style Annotation Method Resolution
Animagine XL V3.1 SDXL 1.0 91,030 96 2.1M Tag based Original Prompt 1024 x 1024

Kohaku XL Delta SDXL 1.0 28,638 128 3.6M Tag based Original Prompt 1024 x 1024
Kohaku XL Zeta SDXL 1.0 16,548 128 8.4M Tag based Original Prompt 1024 x 1024

SanaeXL anime V1.0 SDXL 1.0 - - 7.8M Tag based Original Prompt 1024 x 1024
Neta Art XL SDXL 1.0 - - - Tag based Original Prompt + CogVLM [19] + WaifuTagger 1024 x 1024

Arti Waifu Diffusion 2.0 SDXL 1.0 - - 2.5M Tag based Original Prompt + Tag Ordering 1024 x 1024
Illustrious v0.1 SDXL 1.0 781,250 192 7.5M Tag based Original Prompt + Reorganized / Manual Filtering 1024 x 1024
Illustrious v1.0 SDXL 1.0 625,000 128 10M Tag based Original Prompt + Reorganized / Manual Filtering 1536 x 1536
Illustrious v1.1 SDXL 1.0 93,750 512 12M Tag based Multi-level Captions 1536 x 1536
Illustrious v2.0 SDXL 1.0 78,125 512 20M Tag based Multi-level Captions 1536 x 1536

2.2 Illustration / Animation Domain

Danbooru dataset [20][21] is a public large-scale anime image dataset with over 8 million images
contributed and annotated in detail by communities. Annotation of images covers aspects such
as characters, scenes, copyrights, and artists. Along with the Danbooru dataset, most available
datasets are either processed versions of the Danbooru dataset[22] or face datasets[23][24] used for
benchmarking purposes. We note that open sourced Illustrious model variants are being released
under a research focused, non-commercial / no-closed source derivative public license, solely for
open-source progresses.
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2.3 Next-generation Text-to-Image Generative Models

With the advancement of AI technology in recent years, AI-based generative models have attracted a
great amount of attention within the illustration field. In particular, next-generation models such as
Hunyuan-DiT[25], Kolors[26], Stable Diffusion 3 (SD 3)[27], Flux[28], and AuraFlow[29] utilize
additional as well as alternative text encoders to correctly interpret natural language input from
users, increasing the sophistication of their ability to generate various, correct compositions of visual
content.

2.3.1 Features of next-generation models

Hunyuan-DiT is a text-to-image diffusion transformer with a fine-grained understanding of both
English and Chinese. It has redesigned the transformer structure, text encoder, and positional
encoding. The model supports multi-turn, multi-modal dialogue with users, allowing it to generate
and refine images based on contextual input. Another text-to-image generation model, Kolors, uses
GLM[30], instead of T5 to improve comprehension of captions in order to improve the performance
of natural language processing. Kolors uses the U-Net architecture and improves performance
through a two-stage learning strategy: conceptual learning and learning for quality improvement.
SD3 trains a rectified flow model by enhancing existing noise sampling techniques. This approach
has demonstrated superior performance compared to traditional diffusion methods in high-resolution
text-to-image synthesis. Flux is based on a hybrid architecture of multi-modal and parallel diffusion
transformer[31] blocks, scaled to 12B parameters, with various technologies[32][33][34]. AuraFlow
replaced the MMDiT block with a large DiT encoder block to improve model performance and
computational efficiency. Performance was improved by using zero-shot LR transitions, and all data
was re-captioned to reduce noise in the dataset.

2.3.2 Text Encoder

Currently, the text encoder seemly plays a crucial role in text-to-image generative models. A
commonly used text encoder in generative models is CLIP[35]. OpenCLIP[36] provides various
versions of CLIP. Despite existence of various CLIP model variants, trained in various datasets[37]
[38][39], the CLIP-only model has not shown significant success on complex compositions and glyph
generations. For instance, SD1.5 and DALL-E2[40] use CLIP as their text encoder, however possibly
due to limitation of CLIP itself proposed in various researches,[41][42][43], it is unknown whether
SD XL architecture is fundamentally limited in complex compositions, and glyph generations.

One valid solution has been proposed by various models such as Imagen[44], PixArt [45], eDiFF-
I[46] Hunyuan-DiT[25], Auraflow, and Flux. Through the utilization of the Transformer T5[47], this
solution enables delivering more fine-grained local information to their text encoder. Stable Diffusion
3[27] also demonstrated the potential to interpret and generate complex prompts using the T5-XXL
model. Remarkably, the CLIP-escaping architectures, like Kolors[26], which use GLM[30] has noted
CLIP-dependent architecture as significant cause of limitation.

The Illustrious model is built upon SD XL architecture without changes, may share the noted
limitations.

2.4 Data Ethics

Text-to-image diffusion models are often trained under the pretext of ’aesthetic’ considerations.
However, this practice sometimes involves unethical data usage, such as obscuring the names of the
artists whose works are used in training, thereby enabling the generation of specific styles without
crediting the original artists. We believe it is crucial not to exploit or distort the data, even if this
leads to a model with a default style that may appear dull or unclear.

To ensure ethical use of data, it is essential to clearly distinguish styles by associating them with
the names of the artists and making this information transparent. Moreover, to safeguard artists
from potential exploitation, we recommend that any transformative use of data and model to be
accompanied by clear specification of training methodologies, modifications, and other relevant
details, under fair public AI license terms[48].
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Table 2: Baseline Model

Model Parameter Size Dataset Resolution Domain Prompt Style Accessibility
Stability AI Stable Diffusion 1.5 980M LAION 512 × 512 Arbitrary Natural Language Open Source

Stability AI Stable Cascade 1.4B - 1024 × 1024 Arbitrary Natural Language Open Source
Stability AI Stable Diffusion XL 2.5B - 1024 × 1024 Arbitrary Natural Language Open Source
Stability AI Stable Diffusion 3 2B, 8B ImageNet, CC12M[49] 1024 × 1024 Arbitrary Natural Language Open Source a

Midjourney V4 - COCO[50], Visual Genome[51], Flickr 30K[52] 1024 × 1024 Arbitrary Natural Language Closed Source
OpenAI DALLE-3 - LAION 1024 × 1024 Arbitrary - Closed Source

Hunyuan DiT 1.5B - - Arbitrary Natural Language Open Source
Playground V3.0[53] 24B - 1024 × 1024 Arbitrary Natural Language Closed Source

Flux 12B - 2.0MP Arbitrary Natural Language Open Source
Novel AI Image Generator[54] - Danbooru - Illustrate Picture Tag based Closed Source

Illustrious 2.5B Danbooru, Synthetic datasets* 2048 × 2048 Illustrate Picture Tag basedb Open Sourcec

a SD3 model variants are currently separated source
b Illustrious datasets and prompt styles vary by version
c Illustrious model variants are currently separated source

(a) Gender distribution of Danbooru
dataset.

(b) Example of "doctor" and "boy",
showing model’s weak understanding.

(c) The resolved understanding of
"doctor" and "boy" in future epochs.

Figure 3: Comparison of gender distribution and example generations from the model showing bias and weak
understanding of gender-specific terms. The used prompt was "1boy, doctor, masterpiece, looking at viewer".

3 Methodology

3.1 Dataset

3.1.1 Dataset Bias

Danbooru dataset contains a noticeably larger representation of female characters compared to male
characters. This imbalance mirrors broader trends in the source material including anime and manga,
where female characters are often more prominently featured in the form of images and character
designs. Such gender imbalance in anime and manga datasets can lead to biased model performance,
with models trained on this dataset potentially performing better on tasks involving female characters
while underperforming on tasks related to male characters or other underrepresented categories, as
shown in Figure 3a. This disproportionate representation can hinder the model’s generalizability
and faireness across different character types. We observed significant discrepancies in v0.1 model,
which was later solved by removing unfocused annotations in datasets.

The dataset presents various issues due to its tag-based structure. Oftentimes, multiple meanings
overlap with the same tokens or are used interchangeably, leading to confusion and ambiguity. A
prominent example is the token "doctor," which can refer to both a character and a profession. In
this case, one concept completely overlaps with the other, as shown in Figure 3b. Despite the
fact that some images feature multiple characters, many in the dataset have very few tags or lack
detailed annotations. This sparsity can make it difficult for models to learn critical concepts, since
important features or attributes of the image may not be captured. The dataset contains extremely
high-resolution images that could not be properly downsampled using any existent methods, leading
to poor concept comprehension by the model. The Illustrious v0.1 model initially struggled with
issues related to absurd aspect ratio, extremely high resolution images, and comic-like datasets.
Therefore, careful pruning and refocusing of the dataset is necessary.
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Based on insights and analysis on the v0.1 model, we expanded the dataset by including synthetic
dataset based on generated images and captions to resolve the issues shown in Figure 3c.

3.1.2 Data Preprocessing

We initially adopted the tag ordering approach developed by NovelAI Team5, which we believe that
it functions as an instruction-tuning mechanism. Tags were separated and reordered following a
specific schema:

person count ||| character names ||| rating ||| general tags ||| artist ||| score range based rating
||| year modifier

In the v0.1 model training, we split the tags using the "," convention, later occasionally
replacing it with spaces based on a certain probability, combined with natural language prompts.
Over time, we observed that the score range varied both temporally and across rating categories. To
address this, we employed a percentile-based moving window method to determine the score range.

The score criteria and the year modifiers are defined numerically and range-based, depending on post
counts:

Table 3: Score Criteria

Score Criteria Percentage
Worst quality ~8%
Bad quality ~20%

Average quality ~60%
Good quality ~82%
Best quality ~92%
Masterpiece ~100%

Table 4: Year Modifier

Tag Year
Oldest ~2017

Old ~2019
Modern ~2020
Recent ~2022
Newest ~2023

In subsequent epochs, we slightly modified the shuffling behavior by introducing aesthetic modifiers
and filtering based on aesthetic scoring and file compression size metrics. The details of these
aesthetic modifiers will be disclosed in future model releases.

For images used in the dataset, when the image size exceeded 4MP, we employed a mixed
NEAREST/LANCZOS resizing method to maintain the aspect ratio. Images smaller than 768
× 768 were pruned from the dataset. Notably, few extremely high resolution images, ~40MP and
those with uncommon aspect ratios (>1:10) were also removed.

However, the significant amount of high-resolution data remain problematic during the resize process,
regardless of the resize method. Thus, we limited the higher-resolution dataset with minimal resizing,
which is used for high-resolution training from v1.0 training. This allows for native high resolution
generation, while minimizing down-sampling artifacts in smaller resolution.

Unlike the common practice of removing comics or low-quality images, our approach aimed to prune
only a minimum of problematic images. This allowed us to expand the overall knowledge base,
enhancing the model’s understanding of diverse samples, increasing its ability to handle diverse inputs
while maintaining overall control. A broader dataset also enables the model to generate low-quality
sparse samples, as depicted in Figure 4.

3.1.3 Resolution

We trained the v0.1 model within 1MP range, as standard resolution. The v1.0 and v1.1 models were
further trained at 2.25MP range, enabling native 2MP generation and up to 20MP generation when
combined with proper img2img pipelines with reduced artifacts. The v2.0 model was additionally
augmented with 0.15MP images, allowing it to generate outputs at a wide range of resolutions.
Generated examples are shown in Figure 25.

5https://docs.novelai.net/image/tags.html
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(a) Intentional low-quality generation, with prompt 1girl,
hatsune miku, worst quality, ms paint (medium).

(b) Generation of 2-koma typed illustration, with prompt 1girl,
happy, smile, crying, 2koma.

Figure 4: Minimal data pruning strategy has allowed various concept genreation, including extremely rare
ms-paint like concepts, without harnessing overall generation quality.

3.1.4 Limited Corpus

We identified several critical limitations in the Danbooru tag vocabulary, making it unsuitable for
interpolation tasks. For instance, while the model can accurately generate objects like "stained glass"
and "sword", it struggles with more complex concepts like "covering wound with left hand" due
to insufficient data for such specific actions. Furthermore, the v0.1 model has difficulty processing
natural language-based prompts, especially longer ones, as it was not well adapted to such formats.

3.2 Training Method

Based on the characteristics of the dataset described earlier, we attempted to overcome such problems
by conducting the training using the following methods:

Firstly, we implemented a No Dropout Token approach to ensure that provocative or specific tokens
are never excluded. In conventional training methods, random tokens are dropped during image
pairing to prevent overfitting and enhance model generalization. However, this approach led to the
occasional generation of provocative images. By ensuring provocative tokens were always retained
and training the model to recognize these concepts with 100% accuracy, we found that controlling
the sampling the provocative tokens by CFG, or preventing their use entirely effectively prevented
the generation of provocative or inappropriate content[55].

Next, we employed Cosine Annealing scheduler[56] empirically. Such a schedule enables to achieve
a lower learning rate and to gain reasonable converged checkpoints with a focus on improving the
quality of image and stability of model training. Therefore, we adopted it into v1.0, v1.1, and v2.0
Illustrious models.

Third, we used Quasi-Register Tokens [57] to embed concepts the model doesn’t understand into
specific tokens for training. Since the dataset cannot contain all metadata, certain image characteristics
may not be reflected. We identified these outlier concepts that the model couldn’t comprehend and
embedded them into register tokens during training. Conversely, when random tokens are included
during training, concepts not represented in the text encoder or metadata can be captured by these
random tokens. By attaching random alphanumeric strings, the model is allowed to separate ’bad
characteristics’ into leftover tokens, by separating known concepts from ambiguous ones. However,
we observed that padding tokens used for sequence length matching in batching, are also treated as
register tokens, a phenomenon we discuss in detail in the appendix.

Fourth, we trained model in Contrastive Learning by Weak-Probability Dropout Tokens. Similar
to the first method, we prevented certain character names or artist names from being dropped with a

7



set probability during training, which improves the model’s ability to understand character names and
artist styles, while other tokens are dropped as usual. This approach significantly improved character-
wise understanding with fewer mixed features. Additionally, we observed that with this method,
character learning accelerated even with smaller batch sizes, allowing more contrastive learning
between no-character tokens and character token conditions. However, unlike the tag weighting
strategy used by NovelAI, the absence of CFG control over character tags sometimes led to the model
generating specific characters inductively, leading to weak dataset leakage, as expected.

Fifth, we implemented a simple paraphrasing sequence process to train the model on more diverse
texts. Tags like "1girl, 1boy" were paraphrased as "one girl, single women," etc. This process enables
the model to understand various inputs, instead of relying strictly on tag-based conditioning.

Finally, we adopted Multi Level Dropout by dividing the dropout into 4 stages, ranging from
minimal, critical tokens to full tags. This allows the model to adapt to varying levels of caption detail.
By 30% chance, we utilize max(30% * total tokens, 10) tags, 20% chance, max (40% * total tokens,
15), 10% chance, min(6, total tokens), 4% chance, min(total tokens, 4) tokens. The no-dropout tokens
ignores this rule, for strict controllability.

We applied the eps-prediction loss objective and also utilized Input Perturbation Noise Augmentation
with strength

• 0 < ε < 0.1

[58], and Debiased Estimation Loss [59]. We observed noise offset [60] to be useful for broader color
ranges. However, with lower batch sizes, it was not suitable for the common training procedure.

4 Training Setups

Table 5: Illustrious Training Setups

Model Dataset Size Batch Size LR TE LR Epoch Resolution Prompt Style Tag Manipulation Multi CaptionDropout Level Register Token
Illustrious v0.1 7.5M 192 3.5e-5 4.5e-6 20 1024 × 1024 Tag N N N
Illustrious v1.0 10M 128 1e-5 6e-6 8 1536 × 1536 Tag Y Y N
Illustrious v1.1 12M 512 3e-5 4e-6 4 1536 × 1536 Tag + Natural Language Y Y N
Illustrious v2.0 20M 512 4e-5 3e-6 2 1536 × 1536 Tag + Natural Language Y Y Y

We trained models using different strategies sequentially.

• Illustrious v0.1 was trained on a 7.5M dataset consisting of 1024 × 1024 images with a
batch size of 192. The data were tagged using the original Danbooru tags. The learning rate
for the U-Net was set to 3.5e-5, and the text encoder learning rate was 4.5e-6, trained over
20 epochs.

• Illustrious v1.0 used a 10M dataset of 1536 × 1536 images with a batch size of 128, also
tagged with the original Danbooru tags, with duplicate separated higher-resolution images.
The U-Net learning rate was 1e-5, and the text encoder learning rate was 6e-6, trained over
8 epochs. For this dataset, we applied tag manipulation strategies, Dropout-Leveling and
Register Tokens.

• Illustrious v1.1 was trained on a 12M dataset of the same 1536 × 1536 resolution images as
v1.0. It used a batch size of 512 and was trained for 4 epochs with a U-Net learning rate
of 3e-5 and a text encoder learning rate of 4e-6. The dataset for v1.1 was tagged using a
combination of natural language descriptions and tags.

• Illustrious v2.0 was trained on a 20M dataset with the same 1536 × 1536 image resolution
as v1.1. The model was trained with a batch size of 512 for 2 epochs, using a U-Net learning
rate of 4e-5 and a text encoder learning rate of 3e-6. Illustrious v2.0 mainly incorporated the
multi-caption method for enhanced text-image correspondence.
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5 Evaluation

We conducted evaluations of our models with the well known rating method, Elo Rating and TrueSkill
2, and Character wise similarity, CCIP.

5.1 User Preference with Elo Rating

The ELO Rating system, developed by Arpad Elo, is being widely used to evaluate user’s skill levels
in competitive survey by adjusting user’s ratings based on match outcomes. The rating changes reflect
the difference between expected and actual results, providing a dynamic measure of a user’s relative
strength. The standard Elo rating update formula is given as following:

R′ = R+K × (actual − expected)

Where:

• R′ is the new rating after the match.
• R is the current rating before the match.
• K is the K-factor, a constant that determines the sensitivity of rating changes.
• actual is the actual result of the match (1 for a win, 0.5 for a draw, 0 for a loss).
• expected is the expected score, calculated using the formula:

expected =
1

1 + 10(Ropponent−R)/400

Here, Ropponent is the rating of the opponent.

Recently, various research studies have been evaluating models based on ELO rating using win
rates.[61][62] In the case of images, in particular, traditional metrics[63][64] tend to focus on the
similarity of the image itself, such as pixel-level similarity, rather than the meaning of the image.
Therefore, human evaluation becomes even more essential in such cases.

Figure 5: Character Similarity ELO Ratings Result, time-weighted average is applied. and Free-
for-all ELO

Fixed-Characteristics means 2 random images are shown on poll and users select one with fixed
prompt generations. This match accepts draw. Free-prompt-duel means 2 random images from free
prompt and one is selected. Free-for-All is 1 vs 1 vs 1 vs 1 match.

5.2 CCIP

CCIP [65] is a metric designed to estimate visual differences between given grouped set and given
image for character basis, focusing on feature extraction metric based on CLIP. The difference value
in CCIP is calculated as average of given formula:

D(I1, I2) = M(I1, I2)

Where:
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Figure 6: Duel Free Prompt ELO Result.

• D(I1, I2) represents the difference value between images I1 and I2.
• I1 and I2 are the two images being compared.
• M is a CCIP model.

CCIP extracts visual features of characters from images and quantifies the differences to assess
character similarity. CCIP effectively identifies whether two images contain the same character,
focusing on features like facial attributes, clothing, and color schemes.

5.3 TrueSkill Algorithm

TrueSkill is a skill-based ranking system proposed by Microsoft. Unlike the Elo rating system, which
was originally developed for chess, TrueSkill requires less trials to estimate users’ expected numerical
skill scoring, which is more stable for sparse model duels conditions.[66][67] As documented, the
update equations are given as following:

µ′ = µ+
σ2

σ2 + β2
× (s− µ)

Where:

• µ′ is the updated mean skill level of the player.
• µ is the current mean skill level before the update.
• σ2 is the variance representing the uncertainty in the player’s skill estimate.
• β2 is the variance of the game outcome, reflecting the randomness inherent in game results.
• s is the performance score derived from the game outcome.

The variance σ2 is also updated every match, to reflect the change in uncertainty after each game.

By integrating these algorithms and metrics into our evaluation framework, we aim to provide a
comprehensive assessment that balances quantitative measures with human judgment, which is
particularly important in domains like image evaluation where subjective interpretation plays a
significant role.
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Figure 7: CCIP Score.

Figure 8: TrueSkill Ratings (fixed-characteristics) and TrueSkill Ratings (Free-for-All Prompt)

6 Limitations and Future Works

Limitations

Illustrious is a generalized anime image generation model that can create a variety of images through
detailed prompts. However, it has the following limitations.

First, the CLIP text encoder’s instability in handling character details can lead to less effective
performance in embedding similarity calculations. Recently, models such as Flux or Kolors have
addressed this issue by using alternatives like T5 and GLM instead of the CLIP text encoder.

Second, the Danbooru dataset predominantly relies on tag-based metadata, which makes it difficult
to describe images across multiple dimensions. This limitation creates challenges in controlling
the specific composition and positioning of multiple characters or actions. To fully address this
issue, detailed descriptions of each character, their positions, backgrounds, and relationships are
necessary—elements often missing in tag-based and other common large-scale datasets.
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Figure 9: TrueSkill ratings (Duel Free Prompt).

With the enhanced natural language capabilities introduced in v2.0 and a custom-built, sophisticated
dataset (to be released in future work), we propose the development of large-scale, refined natural
language datasets to overcome these limitations.

Future Works

Below are some possible directions of Illustrious in future work.

One key challenge identified is the task of rendering text within images for anime image generation.
While many real-image generation models can partially support the embedding of text in images,
open-source anime image generative models struggle with this task. Phrases like "Merry Christmas"
or "Happy New Year" can sometimes be rendered correctly due to their frequent appearance in
datasets, but generating full sentences or meaningful words within anime images remain a significant
challenge.

The Illustrious v2.0 shows notable improvements in generating glyphs, albeit with limited capability,
through synthetic captions. Future models could be significantly enhanced by incorporating OCR-
based datasets and conditioning as part of the training process.
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A Appendix / Supplemental Material

A.1 Resolution

Illustrious v1.0+ is capable of generating images in 1536x1536 natively, which can be expanded
to 2048x2048 at farmost without any modifcation. In higher resolutions, it allows over 20MP+
generation as depicted in Figure 25, while other models fails to follow.

A.2 Analysis

There are experimental results obtained through various efforts to make Illustrious model. We will
describe this in detail as follows.

A.2.1 Limitations regard to aesthetic/biased models

As part of stabilization, careful considerations must be given during the aesthetic tuning stage. Fitting
a baseline model into human preferences[68][69][70] can degrade its performance on the true data
distribution. This also reduces the diversity of image generation, limiting the model’s applicability.
Such overfitting makes future fine-tuning significantly more difficult compared to using an unbiased
model, as it necessitates re-aligning the model’s knowledge with the true data distribution.

(a) LoRA-applied result in Illustrious v0.1. The prompt was
1girl, shinosawa hiro, general, masterpiece. (b) LoRA-applied result in Illustrious v2.0.

Figure 10: The LoRA trained on Illustrious v0.1, is widely usable across checkpoints.

For this reason, to ensure broader public usability, we have decided to release non-fine-tuned base
models. These models can be adapted for various tasks and concepts. We also demonstrate that
model-derived add-ons, such as LoRAs[71], remain compatible with future models and allow for
effective model derivation as depicted in Figure 106.

A.2.2 Multiple-character generation

We observe that the strict token control approach results in excelling character feature separation in
limited budget. The phenomenon is sustained from Illustrious v0.1, toward the cutting edge model,
Illustrious v2.0, as depicted in Figure 11.

6https://civitai.com/models/794775/llustrious-xl-shinosawa
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(a) Multi-character
separation result in
Illustrious v0.1. The prompt
was 2girls, otonose kanade,
hatsune miku, side-by-side,
masterpiece.

(b) Character combine
result in Illustrious v0.1.
The prompt was 1girl,
otonose kanade, hatsune
miku (cosplay),general,
masterpiece, blonde hair.

(c) Multi-character separation result in Illustrious v2.0.
The prompt was multiple girls, 2girls, nozomi (blue
archive), hikari (blue archive),year 2023,dynamic
angle,shiny, hat, pointy ears,long hair, shorts, green
hair, siblings, pantyhose, thick eyebrows, demon
tail, gloves, open mouth, tail, twintails, smile,
blush, looking at viewer, sisters, orange eyes, white
gloves, skirt parted lips, simple background,white
background, masterpiece, absurdres

Figure 11: The character separation behavior of Illustrious.

A.2.3 the Effect of "Long Prompts"

It is commonly known that long prompts or detailed tags are capable of generating sophisticated
images. Illustrious also benefits from upsampled / detailed captions, especially when controlled by
sophisticated models. While simple prompts directly exposes model’s creativity, we recommend
sophisticated captions to further utilize the prompts and models’ capability.

(a) Simple prompt generation with Illustrious v0.1,
prompt 1girl, hatsune miku, angel, masterpiece,
general.

(b) Complex prompt generation upsampled by TIPO
with Illustrious v0.1, prompt 1girl, hatsune miku. An
illustration of a girl with long white hair and wings. she
is wearing a school uniform with a red bow on her head
and a pair of headphones on her ears. the wings are
spread out behind her, creating a sense of movement
and energy. the overall style of the illustration is
anime-inspired. solo, skirt, feathered wings, necktie,
smile, very long hair, collared shirt, long hair, headset,
blue eyes, aqua necktie, looking at viewer, black
footwear, black skirt, twintails, grey shirt, bare
shoulders, detached sleeves, full body, zettai ryouiki,
closed mouth, miniskirt, sleeveless, boots, thighhighs,
shirt, standing, wing collar, aqua hair, sleeveless shirt,
pleated skirt, angel wings, absurdly long hair, wings,
black thighhighs,masterpiece, general.

Figure 12: The upsampling prompt can escape trivial solutions by providing details.

For this, we utilize TIPO library[72], to show the drastic sample differences across the models, in
Figure 12.
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A.2.4 Batch Size and Learning Rates

We found that large batch sizes can effectively help sparse tags to learn, making the model more stable
against parameter updates.[73][74] In contrast, small batch sizes lead to more frequent attention
binding, which benefits general / broader concept handling. This suggests that when training on large
datasets which are focused on few new concepts, using small batch sizes can accelerate the learning
process. However, for sparse concepts, larger batch sizes promote more stable training.

Additionally, if the learning rate falls below a specific threshold, the model may struggle to learn
new concepts, favoring convergence toward stable attention splits rather than forming new attention
bindings. Based on these observations, we propose that using adaptive batch sizes[75], combined
with learning rate scheduling, could offer a more effective alternative for model training.

A.3 Inpainting

Figure 13: Enhanced Inpainting As the model’s generation capability and prompt control improve,
we can also observe significant advancements in its inpainting functionality.

As Illustrious’s prompt control capabilities have improved, it has become capable of supporting
powerful image generation. Based on this, we conducted various experiments not only on text-
to-image generation but also on image-to-image generation. One of the most interesting findings
was that as the model’s image generation abilities improved, so did its inpainting capabilities. To
demonstrate the improvements in inpainting, we partially cropped and corrupted images, masked
the damaged areas, and then applied inpainting using Illustrious. Unlike previous models, which
struggled with color or saturation mismatches in inpainting, Illustrious successfully generates images
that harmonized seamlessly with the original content. The example image is shown in figure 13.

A.4 Dynamic Color Range

Illustrious has significantly improved its understanding of color, allowing control over color and
brightness through prompts. In particular, its understanding of brightness has significantly improved.
It successfully generates images with colors that are present even at very low brightness levels. We
generated images with low brightness and then increased the brightness to demonstrate that the
subject could clearly form a silhouette. The example images is shown in figure 14.
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Figure 14: Dynamic Color Range Our model can adjust brightness through silhouette generation
and similar techniques. Left is the original image generated from our model. Right is the same Image
but upper the brightness 0 to 230.

Figure 15: Example of Multi Caption.

A.5 Multi Level Captions

Starting from Illustrious v2.0, Multi Level Captions has been introduced. We realized that it is difficult
to control multiple objects simultaneously through prompts using tagging alone.[76] Even when
grouping the sequence of tags or the subcomponents of objects, expressing context solely through
tagging proved to be quite challenging. Therefore, it is crucial to tag in a way that makes the context
easily understandable through natural language. However, having humans manually caption large
amounts of data is labor-intensive and has its limitations. At the same time, we could not abandon the
advantages of tagging, so we implemented Multi-Captioning for images. Multi-Captioning involves
assigning multiple captions to a single image likes natural language and tags. In the future, we plan
to increase the number of captions to not only provide detailed descriptions of the image but also
include context and narrative elements. The example of multi caption is shown in figure 15.

A.6 Padding token wise analysis

We find that allowing padding tokens to be trained can cause multiple problems. During training,
text encoder outputs must be padded to be packed in batch. This makes padding token usage in CFG
setups problematic with imbalanced token lengths, as it retains significant composition knowledge
unlike different models. We recommend masked loss to overcome this problem in future training. We
show the example in Figure 16.
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Figure 16: The intensive padding token being used in CFG, causes problem since padding token
was not utilized via masked loss. Left, with 2 tokens + 75 tokens padding, right, no CFG. The
phenomenon is reduced when minimal padding token is used.

A.7 Further finetuning recommendations

We found that the Illustrious XL Text Encoders are stably converged - the text encoders are
interchangable without major issues, despite of current tradition of not tuning text encoders for
knowledge conservation and memory requirements. Despite of our method’s empirical success, we
do not recommend to finetune text encoder, unless datasets are sufficiently large enough to counter
possible catastrophic forgetting issues.

As noted previously, we found that character learning trend fluctuates with lower batch sizes, whilst
higher batch size stabilizes its forgetting phenomenon. Even larger batch size may be required for
sparse concepts.

A.8 Safety control and Red-Teaming

Image dataset domain is abstract and not well researched, publicly available solutions and systems,
and its detail lacks, which makes user uncontrollable from unwanted content generation. Following
waluigi dillema, we instead finetune with strict control condition to make model understand the
concepts separately, then utilize LECO[77] method-based approach, allowing safety control over
provocative generations, as released in GUIDED variants, suggested as reference [78]. However, we
also note here that simple control can be achieved by rating tokens, inputting "general" in prompt
conditioning.

B Model Compare

B.1 Illustrious Qualitative Images

B.1.1 Illustrious v0.1
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Figure 17: Hatsune miku, cosplaying hakurei reimu, in 90s animation style, with glowing eyes,
generated in Illustrious v2.0 with 840×1216 resolution.
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Illustrious v0.1’s sample image is depicted as Figure 18.

Figure 18: High-quality samples from Illustrious v0.1. Illustrious v0.1 can generate creative
pictures.
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Figure 19: High resolution samples from Illustrious v1.0. Illustrious v1.0 can generate the high
resolution images. This image is 2048 × 2048 pixels with no upscale.

B.1.2 Illustrious v1.0

Illustrious v1.0’s sample image is depicted as Figure 19 and 20.
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Figure 20: High-quality samples from Illustrious v1.0. Illustrious v1.0 can generate various styles.
These images are all 1536 × 1536 pixels.

B.1.3 Illustrious v1.1

Illustrious v1.1’s sample image is depicted as Figure 21.

26



Figure 21: High-quality samples from Illustrious v1.1. Illustrious v1.1 can generate various styles.
These images are all 1536 × 1536 pixels.

B.1.4 Illustrious v2.0

Illustrious v2.0’s sample image is depicted as Figure 22 and 23.
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Figure 22: High-quality samples from Illustrious v2.0. Illustrious v2.0 can understand the natural
language prompts.

B.2 Recommended generation configuration

We used Euler A Discrete sampler with step count >20, with CFG 5~7.5 for generation examples,
however it may depend on styles, setups. For instance, we found that generating with DPM-based
schedulers[80][81], then piping through img2img pipeline with Euler discrete, works well for aesthetic
/ detailed image setups. Illustrious v0.1 supports 1MP resolutions. Illustrious v1.0+ supports native
1MP~2.25MP resolutions, up to 4MP with some loss. All images, which exceeds 1:10 ratio, was not
targetted and included in training.

C Thanks To
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Figure 23: Horizontal and Vertical High-quality samples from Illustrious v2.0. Illustrious v2.0
can understand the natural language prompts.
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Figure 24: Model Compare Site Image
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Figure 25: Illustrious v1.0+ can create the high resolution images. This image is 3744x5472 resolution
by v1.0, firstly generated in 1248x1824, then upscaled toward 3744x5472 as same method using
SDEdit[79]

.

31


	Introduction
	Preliminary
	SDXL
	Illustration / Animation Domain
	Next-generation Text-to-Image Generative Models
	Features of next-generation models
	Text Encoder

	Data Ethics

	Methodology
	Dataset
	Dataset Bias
	Data Preprocessing
	Resolution
	Limited Corpus

	Training Method

	Training Setups
	Evaluation
	User Preference with Elo Rating
	CCIP
	TrueSkill Algorithm

	Limitations and Future Works
	Appendix / Supplemental Material
	Resolution
	Analysis
	Limitations regard to aesthetic/biased models
	Multiple-character generation
	the Effect of "Long Prompts"
	Batch Size and Learning Rates

	Inpainting
	Dynamic Color Range
	Multi Level Captions
	Padding token wise analysis
	Further finetuning recommendations
	Safety control and Red-Teaming

	Model Compare
	Illustrious Qualitative Images
	Illustrious v0.1
	Illustrious v1.0
	Illustrious v1.1
	Illustrious v2.0

	Recommended generation configuration

	Thanks To

