
4xRealWebPhoto
Dataset Preparation



My own LUD-VAE model for realistic degradations

The goal here is to create a paired dataset with better realistic photo degradations 
and then train a photo model to evaluate how well it does.









2 nights, ~ 17 hours, 
190’000 iters



Example: Realistic noise added with my own degradation models



Gameplan: 4xRealWebPhoto Paired Dataset
Simulating usecase: 

Someone taking a photo (with a bit of noise and blur in it), then uploads it on the web (social media / travel blog / website etc) where the service automatically downscaled 
and compresses the image for web usage.

Then another Person liking the photo, downloading it, and re-uploading it on the web (where provider automatically scales and compresses for web usage again).

So here we create a paired 4x Dataset and simulate these degradations by taking a photography training dataset and then:

Applying realistic (lens) blur

Applying realistic noise

Downsample to half and then jpg compress. Here we are using multiple downsampling algorithms at random, and also randomized jpg compression between 60-100 (google 
search image preview would be at around 70, so this would also catch the case of someone downloading the google preview image of a good quality photo). I use multiple 
downsampling algorithms and a compression range since I do not know what default values a service provider would use so we just handle them all.

Re-downsampling and re-compressing again (so previous step again). Now the lr’s will be at quarter size for 4x paired training dataset and we have simulated the use case of 
downloading and upscaling a photo from the web.



Photo, little bit of blur and noise

Web Service scales and 
compresses

Web Service scales and 
compresses

Some user downloads 
the image

Some other User downloads image, wants 
to upscale





Example images from the RSBlur Dataset after I finished 
degrading them - more infos in the appendix on this process



Trained 2 experiment models with it, compact for 40k and rgt_s for 70k.
Degrdataions / Motion blur in dataset is too strong.
Better: Find a method to degrade with realistic blur with adjustable strengths instead of using pre-blurred dataset I cannot adjust



Testing out lens blurs / strengths



Testing strengths visualization lens blur



So after testing and what I learned from last dataset try, I now have a complete 
degradation pipeline. 
This time, I took the nomos8k_sfw dataset from musl, which is a photo dataset. 
It has good variety, consists of 6118 images of 512x512 px.
Since its 512x512 I will be able to apply realistic blur, then realistic noise (no out of 
vram), then downscale+jpg, downscale+jpg like previously.
(and its sfw so I can show here)



Example images nomos8k_sfw



Made a python script to apply random lens blur strengths to that dataset



Realistic random lens blur strengths applied



Example images nomos8k_sfw



My ludvae200 degradation model applied, extended with logging strengths



Ludvae200 applied



Realistic random lens blur strengths applied



Scale and jpg compression applied



Scale and jpg compression applied



Scale and jpg compression re-applied, final lr’s





WIP - Training and testing models to see if its a working approach



Improvement when increasing gt size from 128 (at 160k iters) to 256 (this is 200k)



Improvement again gt size from 256 to 384 (but 4 hours training for 1 checkpoint of 5k iters)



Validation results, 260k, ~109 hours of training
https://slow.pics/s/1TRW2uBK



https://slow.pics/s/uCrGDwSe



Thoughts

Tone down lens blur

Play around with degradations



degradr



Degrade applied same dataset 5k ZernikeKernels but I removed 
demosaic step because of more complex dependency build setup



Degrade-non-demosaic result Compact

85k iters compact realwebphoto85k iters compact degradr



Appendix: RealWebPhoto dataset creation 
with blur photo dataset - first try (v0)







Counts not only Files but also Folders



Gt & lr folder
2x 13’358 -> 26’721

4x13’358 -> 53’432 Images total
120’240 - 53’432 -> 66’808 Folders



26’721 Images, 94 GB





More manageable size wise to continue processing
~59 Takes
But upon inspection was lacking in diversity. There were cars and structures. But for 
example no people / humans.
So I started handpicking Takes to get diversity: People, Cars, Structures, Plants, 
different Lightnings, and so forth, but still reducing dataset size for processing.
(Also mentioning, I could have taken just one image per take to have diversity of takes. 
But they have differences of motion blurs in each take (or object in motion), so leaving 
them as takes has value I think)



Handpicked Szenes:

Dynamic scenes so lots of changes between shots / single images and also static 
ones with only camera shaking. People in motion. Food. Text. Cars. Buildings. 
Fence. Streets. Walls. Sky. Bright Sunlight. Sunlight and Shadows. Plants. Water. 
Glass. 



New: Selection of around 61 scenes. 1’175 Images, gt is currently 4.5GB

I also selected 4 val images i will process in the same way (that are not used in 
the training dataset)

Now the image resolutions were fluctuating. Width 1918, 1917 (most) and 1916 
and height 1199 (most), 1198 and 1197. These are some weird resolutions for 
doing a 4x scale paired dataset.

I normalized the dimensions to 1920x1200. (So lr’s after processing would be 
480x300). Plus I also normalized the filenames to integers.







Trying to apply my ludvae model, but running out of vram. I will need to mode the first 
half downsample step before this to not run out of vram



Kim’s Dataset Destroyer



Half downsample with scale only, textfile log to check 
variety, all sampling methods provided enabled, val 
images test



Worked (not out of vram anymore). But visually inspecting the results, degradations 
seemed too strong. So i started adjusting the strength settings in my inference script for 
this model, with constant values, what is the strongest setting i think okay with this 
model. Then final setting would be uniform down to 0 for the model to learn.



Input example (validation image)



Ludave200 inferred example, max degraded



Val images example degraded with adjusted values for my model (these are only 4 
images, the random strength distribution will be way better on the training dataset)



Same thing for the lr folder - downsample then ludvae200



Adding jpg compression with 60-100, google search preview images are 71. This simulates 
a person downsizing and compressing low quality (noise and blurry) photos to the web.



Same to lr folder



Then again applying scale, and then jpg compression to the lr 
images. This is how the final lr’s might look like (the val images)



Here all the degradation steps on the example of 
0.png, which is an already blurry image so no 
realistic blur needs to be added:

1. linear 0.5
2. ludvae200
3. jpg 60
4. down_up scale1factor=1.99 scale1algorithm=cubic_catrom 

scale2factor=0.25 scale2algorithm=gauss
5. jpg 85



Trained 2 experiment models with it, compact for 40k and rgt_s for 70k. Problem: Motion blur in dataset is too strong. Need another 
realistic blur dataset. 
Better: Find a method to degrade with realistic blur with adjustable strengths instead of using pre-blurred dataset I cannot adjust


