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With the advent of ChatGPT, large language models (LLMs) have demonstrated considerable progress across
a wide array of domains. Owing to the extensive number of parameters and training data in LLMs, these
models inherently encompass an expansive and comprehensive materials knowledge database, far exceeding
the capabilities of individual researcher. Nonetheless, devising methods to harness the knowledge embedded
within LLMs for the design and discovery of novel materials remains a formidable challenge. In this study,
we introduce a general approach for addressing materials classification problems, which incorporates LLMs,
prompt engineering, and deep learning algorithms. Utilizing a dataset of metallic glasses as a case study, our
methodology achieved an improvement of up to 463% in prediction accuracy compared to conventional classi-
fication models. These findings underscore the potential of leveraging textual knowledge generated by LLMs
for materials especially with sparse datasets, thereby promoting innovation in materials discovery and design.

The concept of “AI for Materials” refers to the utilization of
artificial intelligence (AI) techniques, such as machine learn-
ing (ML), deep learning (DL), and the increasingly preva-
lent large language models (LLMs), to design novel materi-
als or investigate the composition-structure-property relation-
ships in different materials [1–4]. Significant strides have
been achieved in fields such as biomaterials [5, 6] and organic
materials [7, 8], which can be attributed to the relatively uni-
form representation of organic molecules [9] and the availabil-
ity of numerous high-quality datasets [10]. However, for in-
organic materials, particularly those with large compositional
space (element types > 4), the application of AI presents a
more complex challenge. This complexity arises due to fac-
tors such as the scarcity of experimental data [4], diverse prop-
erties of inorganic materials, complicated crystal structures,
potential existence of intermediate phases (e.g. intermetallics
in alloys), and defects including vacancies, dislocations, and
grain boundaries [11, 12]. Contrasting with organic molecules
that can be modeled with neural networks, multi-component
inorganic materials often involve the amalgamation of vari-
ous phases and defects or even the formation of new phases,
presenting an ongoing challenge in the structural representa-
tion [13, 14]. Although large-scale databases such as the Ma-
terials Project [15], ICSD [16], and AFLOW [17] exist, data
pertinent to specific tasks such as the relationships between
composition and mechanical properties in alloys and struc-
tural stability of two-dimensional materials are often sparse
and dispersed across different datasets, complicating the as-
sembly of substantial databases for training purposes. Fur-
thermore, input features can vary across datasets, sometimes
necessitating manual feature construction based on domain
knowledge [18]. Collectively, these issues hinder the appli-
cation of AI in the realm of inorganic materials, subsequently
impeding the discovery and design of new materials.

The advancement of LLMs, particularly with the advent of
ChatGPT, has sparked a surge of interest in distilling knowl-
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edge from these models through prompt engineering [19–
21]. Notable examples include constructing scientific ques-
tion answering knowledge bases using LLMs [22], transfer-
ring knowledge from large to small models via in-context
learning [23], and training materials-specific LLMs [24, 25].
Given the expanding capabilities of LLMs and the growing
volume of trained data, it is conceivable to consider these
models as encyclopedia resources for materials science, en-
abling the extraction of text-based knowledge [26]. As shown
in the upper part of Fig. 1, this approach addresses some chal-
lenges associated with data collection and feature extraction in
conventional processes. By representing all content in textual
format, the generated data becomes universally applicable, of-
fering a versatile solution for materials science research.

Therefore, we have established a universal workflow for
material text feature-label classification using textual data
generated by LLMs, as illustrated in the lower part of Fig. 1.
The workflow is structured as follows: (i) define the mate-
rial classification problem to be addressed; (ii) design prompts
via prompt engineering to distill knowledge from LLMs and
store it as textual data; (iii) fine-tune a bidirectional encoder
representations transformers (BERT) [27] model (commonly
employed in natural language processing) to train on the tex-
tual data-label pairs; (iv) apply the model to explore new ma-
terials or study composition-structure-property relationships.
In an example problem involving the classification of 5,577
metallic glasses (MGs) with experimental datasets labeling
the MG forming categories (bulk MG, ribbon, or non-ribbon),
a BERT model trained with optimized prompts and position
embedding methods achieved up to a 48% increase in clas-
sification accuracy compared to traditional ML models. The
classification models obtained from our workflow achieved an
overall accuracy of 97.7%. For the classification of bulk MGs
(BMGs) with the smallest sample number (∼11% of the en-
tire dataset), the accuracy improved by up to 463% compared
to traditional ML models. These results underscore the su-
periority of our workflow in addressing material classification
problems and this workflow can be extended to various ma-
terial applications. Additionally, tremendous potential of “AI
for Materials” is revealed, grounded in natural language pro-
cessing and prompt engineering.
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FIG. 1. Comparison between traditional and future-oriented general deep learning workflows. The general workflow consists of generating
textual data from prompt-engineered large language models and training deep learning models.

Text-based materials
classification workflow

Our material classification workflow comprises the four-tier
structure depicted within the blue box in Fig. 1, and is read-
ily adaptable to various material classification problems. Ini-
tially, researchers are required to undertake fundamental data
collection and delineate the prediction objectives and cate-
gories, such as determining whether a material exhibits sta-
bility, corrosion resistance, or favorable optoelectronic trans-
mission properties.

Secondly, the inputs for ML models in conventional work-
flows typically comprise material properties obtained through
experiments or theoretical calculations, demanding substan-
tial expertise as well as experimental or simulation efforts.
Different researchers may select varying property features,
leading to multiple datasets for the same problem [28]. How-
ever, training numerical-based ML models on the combination
of different datasets often fails due to inconsistencies in input

feature vectors. Furthermore, the number of datasets for spe-
cific niche tasks in materials science research is quite small
(< several hundreds), negligible compared to the millions of
samples in classical computer science fields like ImageNet
dataset [29]. For example, in the field of alloys, the dataset for
fracture and impact toughness of high-entropy alloys contains
only 154 data points [30], the fatigue database of complex
metallic alloys consists of merely 272 data points [31], and
the dataset of mechanical properties of high-entropy alloys
has ∼370 data points [32]. These limitations hinder the ap-
plication of ML in alloys. In our workflow, we employ textual
inputs generated by LLMs, offering the advantage of eliminat-
ing the need for manual feature extraction. Moreover, LLMs
can output content relevant to specific problems in materials
science with customized prompts. As LLMs possess consid-
erably more parameters than traditional ML models, they can
generate a richer and more diversified knowledge base.

Furthermore, within our workflow, the classification BERT
model employs the attention mechanism for self-instruct
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learning, enabling automatic feature extraction. Different pre-
trained models can be utilized for corresponding downstream
tasks. Models based on the attention mechanism are not lim-
ited to text input but also applicable to areas like image recog-
nition [33] and molecular structure identification [34]. These
features allow our workflow to seamlessly support the com-
bination of different datasets and multimodal expansion, ad-
dressing the issue of insufficient datasets for specific material
problems often encountered in traditional methods.

Finally, the material classification models trained through
our workflow can be utilized in numerous downstream tasks,
such as discovering new materials across different categories,
conducting interpretability analysis to extract composition-
structure-property relationships of materials, and even fine-
tuning models to achieve excellent results in other classifi-
cation tasks. Our workflow represents a novel and general
approach for material sciences by constructing large-scale
databases from prompt-engineered LLMs and training general
DL models to expedite materials discovery. We showcase the
efficiency and accuracy of the workflow by using the classifi-
cation problem of MGs as an example.

Application: metallic glasses classification

MGs are amorphous materials typically composed of a
combination of metal and other elements [35]. They are
renowned for superior engineering performance, including
high strength, high thermal stability, and excellent corrosion
resistance [36]. Despite ongoing efforts to discover MGs
with enhanced comprehensive performance, their formabil-
ity remains a complex and challenging problem in materi-
als science. Predicting the glass formability is also diffi-
cult for atomistic simulations, due to the large size and long
timescale (unattainable by first-principles calculations) and
the absence of accurate interatomic potentials for molecu-
lar dynamics simulations. Moreover, MGs have an exten-
sive compositional space, often comprising three or more el-
ements, rendering the experimental search for new applicable
MGs a time-consuming process [37, 38].

Various ML methods [39] have been employed to classify
MGs; however, these methods often rely on manually calcu-
lated or carefully designed material features. The inconsis-
tency of designed features and datasets across different ML
models necessitates researchers to recalculate those features
each time when utilizing other models. In the worst-case
scenario, certain features rely on experimental calculations,
rendering a MG dataset applicable to one model but not an-
other. In this regard, we leveraged the experimental dataset
of MGs by [40] and applied it to the proposed workflow here.
The dataset compiled by [40] consists of 8,415 alloy com-
positions with their corresponding MG forming categories.
The alloy compositions were classified into three categories
based on the critical cooling rate (Rc): BMG (Rc < 103 K/s),
ribbon (103 K/s < Rc < 106 K/s), and non-ribbon (NR,
Rc > 106 K/s). The glass formability is then BMG > rib-
bon > NR. From this dataset, 5,577 alloy compositions with
only a single glass-forming category were selected as input

dataset, with 80% of them being train set while the rest be-
ing test set. As shown in Fig. 2a, a customized version of
the general workflow was developed for the given input data.
The blue arrows indicate the training process, which involves
expanding the alloy compositions into textual data using an
LLM. Subsequently, a DL model is trained on the textual data
from the training set for MG classification. Finally, the anal-
ysis of efficiency and accuracy and model interpretation are
performed using textual data from the test set. These three
main steps are illustrated in Fig. 2b. The green arrows indi-
cate the application stages of the model. For an unexplored
alloy composition, the workflow can determine the MG cate-
gory (BMG, ribbon, or NR) within seconds.

In the first step, we drew inspiration from a previous design
of metal-organic framework prompt engineering [25] and de-
signed a prompt called “MetalPrompt” to generate textual de-
scriptions for various alloy compositions. Fig. 3 illustrates the
design concept of our “MetalPrompt”. The schematic text for
the input query of the LLM is on the left and consists of three
main components: the prompt section, the one-shot example
section, and the input section. The prompt section aims to en-
able the LLM to focus on generating domain-specific knowl-
edge while minimizing hallucination. The one-shot example
section is designed to ensure a consistent output structure and
incorporate the information of interest. In the output, we focus
on three levels of information: alloy composition (atomic per-
cent of each element), elements (thermodynamic properties
of each element), and alloy physical and chemical properties.
The input section ensures that the task description is simple
and interchangeable, thus preventing the model output from
being disrupted by irrelevant information. In terms of over-
all structure, we have added some emphasis symbols such as
“\\” at the beginning and end of the paragraph, as well as
“\%composition\%” symbols for compositions, guiding the
model to recognize critical information and structural layering
in the input [41]. Supplementary Figs. S1-S3 show the output
without “MetalPrompt” in different LLMs, and the output text
structure is inconsistent and exhibits hallucinations. Supple-
mentary Figs. S4 and S5 compare the prompt baseline and ML
models, as well as show the effects of using different prompt
methods. In both comparisons, our “MetalPrompt” demon-
strates the best performance.

Next, we trained a MGs BERT (MgBERT) classification
model that combines self-instruct learning and supervised
classification. DL models for natural language processing typ-
ically require a vast number of fitting parameters, necessitat-
ing the selection of a suitable pre-trained model as the base
model. MgBERT is fine-tuned based on MatSciBERT (a pre-
trained model based on materials science texts) [42]. Figs. 4a,
b display a comparison of different pre-trained BERT models,
with MatSciBERT achieving the best results in classification
accuracy and model loss on the test set. However, MatSciB-
ERT can only accept inputs of up to 512 tokens, while our
text data has a maximum length of 859 when converted to
tokens. Consequently, we designed a dynamically resizable
embedding layer called “MgBERT Embedding” to meet the
requirements of input scalability. This embedding layer can
assign weights based on layers and proportions according to
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FIG. 2. Application of our workflow for the classification of metallic glasses. (a) Schematic for the customized workflow, from known alloy
composition to the discovery of new metallic glasses. (b) Three essential steps in the customized workflow, including the conversion of alloy
composition to textual data, training of classification models, and the discovery and interpretation of new metallic glasses.

LLM Output

[ANSWER BEGIN]

Composition Information:

[Ag20Al25La55 consists of 20% Silver, 25% Aluminium, and 55% Lanthanum]. 

Element Information:

[START ELEMENT INFORMATION]

…

…

…

…

[END ELEMENT INFORMATION]

Alloy Information:…

[ANSWER END]

Prompt:
\Instruction: You're an alloy materials scientist. I need you to help me write a 
brief description for the following alloys. Your answer must have scientific basis. 
Please don't deceive me and do not describe uncertain matters. If you are not 
clear about the information in this section, please say I do not know. The content 
needs to be relevant to the structure and properties of alloys. The composition 
of the alloy is marked with \%Composition\%.\

One-shot Example:
\Example Task: Please write a description for alloy composition 
\%Al35Ni5Zr60\%. \

\Answer Format and Requirement: [ANSWER BEGIN] Composition Information: 
[Al35Ni5Zr60 consists of 35% Aluminum, 5% Nickel, and 60% Zirconium]. 
Element Information: [Please write down some properties of each element in 
the alloy. For specific numerical values of properties, please write down the 
most reliable value. If there is a metal radius, the radius of the element is 
described using the metal radius; otherwise, the covalent radius is used. The 
International System of units of numerical value must also be provided.] [START 
ELEMENT INFORMATION] Element: The name of one element in alloy Element 
Radius: Melting Point: Boiling Point: Density: Hardness: Electrical Conductivity: 
Thermal Conductivity: Magnetic Susceptibility: Ionization Energy: 
Electronegativity: [END ELEMENT INFORMATION] Alloy Information: [Please 
write down the possible properties of the combination of elements in this alloy. 
Please don't write down crystal structure if you are not 100% sure what it is.] 
[ANSWER END]\

Input:
\Task: Please write a description for alloy composition \%Ag20Al25La55\%. \

MetalPrompt Engineering

Consistent and structured input and output

Considered Features

Domain knowledge distillation 
and hallucination reduction

Output reliability control with 
one-shot example reinforcement

Simple and replaceable task description

FIG. 3. Schematic of “MetalPrompt” for generating textual data with prompt engineering. The left part depicts the schematic text for the input
query of the large language model. The sections enclosed within brackets of different colors (on the right) represent diverse features considered
in prompt engineering.

the preset length of the new token, building upon the em-
bedding weights trained by MatSciBERT. This approach gen-
erates new position embedding that can support longer text
inputs and circumvent time-consuming weight initialization
training. This new position embedding layer (in Fig. 4c) is
utilized for tokenizing the input text of the model. From
the comparison of results in Figs. 4g and h, our MgBERT
embedding Method 3 (Fig. 4f) exhibits higher accuracy and
lower train set loss, compared to the embedding layer method
in Fig. 4d, which uses newly initialized weights, and that in
Fig. 4e, which only employs pre-trained weights to cover the

first 512 embedded positions. For different pre-trained mod-
els trained on the same text data (Figs. 4i, j), our MgBERT
has the best performance in training set loss, training set clas-
sification accuracy, and test set classification accuracy. No-
tably, for alloy data in the test set that our model has never en-
countered before, our model achieved an accuracy of 88.5%,
an improvement of 9% compared to Longformer, and an im-
provement of 4% compared to the best performing MatSciB-
ERT. The detailed classification results can be observed in
the confusion matrix in Supplementary Fig. S6. These find-
ings showcase the success of our improvement in embedding
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FIG. 4. Performance comparisons and architecture of MgBERT. a, b, performance comparison of various pre-trained models. c, fundamental
architecture of the MgBERT model and schematic diagram of the working principle of MgBERT position embedding. d, e, f, three distinct
position embedding methods. g, h, performance comparison of different embedding techniques. i, j, performance comparison between
MgBERT and other pre-trained models.

structure, as it simultaneously supports longer input text and
enhances accuracy. To examine the effectiveness of the en-
tire workflow, we trained a baseline model based on logistic
regression (LR) using the training set, as well as a support
vector machine (SVM) model and a gradient boosting deci-
sion tree (GBDT) model. Then, we conducted tests on the
test set and compared the classification performance of dif-
ferent methods (Fig. 5). For the default three-class problem,
our workflow achieved a maximum accuracy increase of 48%
across the entire dataset and a peak enhancement of 32% on
the test set. Even more astonishing is our performance with re-

spect to identifying BMGs, as shown in Fig. 5b. For this task,
our accuracy soared by up to 463% on the entire dataset and
by as much as 307% on the test set. Considering that BMGs
constitute only ∼11% of our dataset, these results highlight
the remarkable capability of our text-based material classifi-
cation workflow in accurately recognizing patterns in data-
scarce scenarios, surpassing traditional ML models.

DL models are often considered to lack algorithmic trans-
parency [43]. Language models such as BERT typically have
hundreds of millions of parameters [27], making it challeng-
ing to provide detailed explanations of the model at the al-
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FIG. 5. Comparison of classification accuracy between our workflow and traditional machine learning models. a, comparison in classifying
all category tasks. b, comparison in classifying bulk metallic glasses.

gorithmic level. Here, we utilized the local interpretable
model agnostic interpretations (LIME) [44] method to ana-
lyze from an input-output perspective. We selected text data
of alloy compositions Cu55Zr42.5Ga2.5 (classified as BMG),
Ag20Al25La55 (classified as ribbon), and Al40Mn25Si35 (clas-
sified as NR) as three examples. Fig. 6a and Supplemen-
tary Fig. S7 illustrate that alloy composition is the primary
contributing factor to these classification results, consistent
with the classical Inoue rule [45] and high-throughput exper-
iment results [46]. According to Inoue’s rule, components
of an alloy introduce varying atomic size differences, alter-
ing the internal dense random packing structure. Moreover,
the model has extracted some elemental property information.
For example, “Melting” refers to the melting point, which is
one of the critical criteria for determining the formation of
MGs [47]. Additionally, “745” is the ionization energy of cop-
per, which could affect the interatomic forces within the alloy
and thereby influence MG formation. Furthermore, “2477”
represents the boiling point of gallium, and the polymer-like
thermoplastic behavior observed in MGs is thought to be re-
lated to boiling points [48], also connected to the formation
of functional MGs. These findings indicate that our text clas-
sification model can perform self-instruct learning and auto-
matically extract features from a given text. Building on this
foundation, in contrast to traditional ML models that rely on
manually designed features as input, our text-based workflow
enables models to accept raw text as input. This flexibility al-
lows for rapid transfer and recycling of pre-trained model pa-
rameters between different materials classification tasks. We
also visualized the attention scores within the classification
model and the model extracts features based on three distinct
patterns (Fig. 6b). This process ensures that after 12 layers
of training, the output [CLS] (classify) token possesses suf-
ficient information for classification. Since we use the value
of the [CLS] token from the final layer to make judgments in
the classification layer, Fig. 6c visualizes the emphasis placed
on different sections of the text. The results suggest that the
composition and alloy layers have garnered significant atten-
tion. A possible explanation is that key tokens within these
two layers have captured essential features from the input text.
Consequently, the [CLS] token can achieve accurate classifi-
cation results by focusing on those specific token positions.

These findings demonstrate that the classification MgBERT
model, generated by our general workflow, has the abilities
of dynamic feature extraction, modeling inter-word relation-
ships, hierarchical representation learning, and bidirectional
context understanding, which may be potential indications for
good classification performance.

Discussion

We emphasize that classification cannot be successfully
achieved using direct questioning alone (as seen in Supple-
mentary Figs. S8-S10). Therefore, as part of our workflow,
we designed a BERT-based classification model to categorize
materials using text generated by the LLM. In practice, em-
ploying a classification model is a necessary step at this junc-
ture, as directly querying the LLM yielded a ∼0 accuracy rate.

The general workflow here offers a novel approach to ad-
dress a significant challenge in “AI for material science”,
where datasets are often small. By utilizing a pre-trained
BERT model, such as MatSciBERT optimized for material
science, we can fine-tune it (pre-trained model) with textual
data from prompt-engineered LLM to achieve high accuracy
in classification problem (up to 99.0% for the entire dataset).

We propose a general approach for materials classification
and demonstrate its efficiency in an example case of the clas-
sification problem in MGs. Our general workflow can be ap-
plied to any type of material applications, provided that la-
beled material samples are available. The findings point to-
wards a future where the integration of advanced language
models and domain-specific fine-tuning could revolutionize
the material classification process, especially in cases with
sparse data. We envision that LLMs may eventually serve as
“world models” [49], encapsulating knowledge across diverse
materials and domains. Consequently, such models based on
text for classification, prediction, or even generating new ma-
terials will become potential tools for addressing challenges in
material design. A sufficiently robust LLM could potentially
provide desired classification outcomes directly through ap-
propriate prompting and significantly streamline the process
of materials discovery and design.
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FIG. 6. Interpretability for classification deep learning model. a, contribution of input text to the classification results, with the outward-facing
bar on the polar axis representing a positive contribution and the opposite direction signifying a negative contribution. b, c, Attention-level
analysis. b, attention score flow diagram across different layers and heads. The model has 12 layers, each with 12 heads, and each head is
a neural network. Both input/output for each head consist of 768 tokens. Different colors represent different layers, while lines represent
connections between input and output tokens of each head. Line thickness suggests the attention score: a larger attention score implies that
the output token focuses more on the input token at a specific position. Three modes on the right represent typical patterns of output token
information extraction from input tokens. The pooling mode demonstrates input information aggregation to the same output token, the context
mode shows input aggregation to the output token at “position-1” (token 2 to 1), and the direct mode indicates direct input transfer to the output
token at the same position. The output from 12 heads in each layer is concatenated and passed to the next layer, enabling the extraction and
transfer of crucial input text information to the final classifier. c, attention pooling diagram of the final attention layer of MgBERT. To facilitate
differentiation, the input text is divided into three text layers. Blue: composition layer consisting of tokens before “element information” in
the input text. Orange: element layer comprising tokens before “alloy information”. Yellow: alloy layer containing the remaining tokens. The
number on the left indicates the last attention layer’s [CLS] (classify) token attention to various text layers.
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Methods

Data processing for metallic glasses dataset

In processing the dataset for metallic glasses, we curated
our initial compilation of 8,415 entries by excluding alloys
comprising multiple categories. This refinement resulted in
a dataset encompassing 5,577 single-class alloys, along with
their respective classifications. The aim was to construct
an unambiguous dataset, thereby facilitating the accuracy of
analysis and model training.

To implement prompt engineering, we harnessed the capa-
bilities of the langchain library. We designed prompts with
varying templates in advance, establishing a “Composition”
variable to dynamically cycle through the list of alloy compo-
sitions. This approach enabled us to systematically generate
textual data in a large scale, ensuring consistency and effi-
ciency in our data preparation workflow.

For the ingestion of data into the MgBERT model, we di-
vided the 5,577 data points into a training and test set at a ratio
of 80:20. This arrangement yielded 4,460 entries for train-
ing constituting 80% of the dataset, and 1,117 entries for test-
ing purposes. It was imperative that the MgBERT model was
trained comprehensively, indicating that the data allocation is
reasonable.

Regarding the evaluation of datasets, while the MgBERT
model was assessed using the designated test set, the machine
learning models underwent evaluation using a different ap-
proach because they can not receive textual data. We em-
ployed the Matminer and Pymatgen tools to convert the chem-
ical formulas of alloys into “composition features” as defined
within Matminer’s framework. However, it is noteworthy that
three entries failed to transform correctly. Consequently, the
test set for evaluation purposes comprised of 1,116 entries,
reducing the overall dataset to 5,574 records. Compared to
MgBERT, there were three fewer data sets, which had little
impact on accuracy comparison.

Large language model and prompt engineering

In this work, we used the Google Gemini-pro large lan-
guage model, which is currently free and surpasses human
experts in massive multi-task language understanding [50].
As discussed earlier, our research harnesses the automated or-
chestration capabilities of the langchain library to script the
bulk generation of prompts and textual data. This scripting
forms an integral part of a generic workflow and offers a high
degree of adaptability. The prompt templates we have devel-
oped are not rigid constructs; rather, they are designed to be
inherently flexible, allowing for arbitrary modifications tai-
lored to the specific demands and objectives of researchers.
This level of customization is critical in the context of ma-
terials science where the nuances of the subject matter can
vary significantly from one study to another. The ability to
fine-tune prompts to align with particular research questions
or datasets ensures that the language model can be effectively

leveraged to generate effective and contextually relevant tex-
tual data outputs.

Our investigation sought to demonstrate the effectiveness of
prompt engineering by creating a range of alternative prompt
templates to act as comparative benchmarks. These templates
comprised one that integrated a chain-of-thoughts (CoT) ap-
proach with a few-shot learning paradigm (denoted as “few-
shot with CoT”), another that depended exclusively on few-
shot learning examples (denoted as “few-shot”), a third that
was based on zero-shot learning scenarios (denoted as “direct
inquiry”), and our custom-designed “MetalPrompt” from our
established workflow. By leveraging these diverse templates,
we crafted specific prompts that were subsequently employed
to interrogate the Gemini-pro model. The underlying ratio-
nale for this varied prompt strategy was to gather and juxta-
pose the accuracy metrics derived from different prompting
methodologies.

MgBERT training and evaluation

Here we used MatSciBERT as the basic model and imple-
mented a subsequent classifier function with MgBERT em-
bedding to build MgBERT. Accuracy and cross entropy are
used to evaluate the effectiveness of the model. For the clas-
sification principle of MgBERT, we used the value of [CLS]
token in the last layer of the attention section of MgBERT as
the output to aggregate the information of the entire model.
Then, through a classifier, we compress the value of the token
into a vector of length 3, and label 0 as BMG, 1 as Ribbon,
and 2 as Non-ribbon. Then we calculate the maximum posi-
tion of the output vector value and locate it to the final clas-
sification result. The overall expenses associated with devel-
oping MgBERT comprise ∼$46 USD for training on Nvidia
V100 (∼30 hours and ∼$1.53 USD per hour) and ∼$1.5 USD
for ∼1.89 million input and ∼2.14 million output tokens (ac-
cording to the official pricing of Gemini-pro on January 29,
2024). Upon applying MgBERT for inference on 1,000 dif-
ferent compositions, the cost is as low as ∼$0.3 USD. This
cost-effective nature of training and implementing MgBERT
enables researchers to adopt this general approach across var-
ious materials.

Interpretability method

To elucidate the relationship between input and output, we
used the LIME (local interpretable model agnostic explana-
tions) technique, which is widely used to explain the predic-
tions of machine learning models by constructing the relation-
ship function via interpolation sampling. Here we displayed
the top 25 important features and performed 1,000 interpo-
lation samples for function fitting. Although our parameters
were initially set to select the top 50 features, due to visual-
ization constraints, we chose the top 25 features for display.

For the explanation at the attention level, we used the
bertviz library to complete the attention score flow diagram
for 12 layers and 12 attention heads. To attribute the impor-
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tance of the [CLS] token in the final attention layer, we first
averaged the attention score of the 12 attention heads in the
last layer. Then, we divided the input text words into three
layers based on their positions, namely, composition, element,
and alloy layer. To evaluate the importance of each layer,
we calculated the sum of attention scores within that layer,
weighted by the token length ratio, and then divided by the
total token length.

Data availability

The method section provides the models and algorithms
employed in this study, while specific parameter implemen-
tations can be found in the supplementary notes in supple-
mentary information. The data used in this work is avail-
able in the supplementary data, including the metallic glasses
dataset, alloy description files generated by large language
model Gemini-pro, MgBERT classification model training
logs, and data used for figure plotting.

Code availability

All the codes used in the paper will be made available on
GitHub upon the acceptance of manuscript, and these codes
can also be acquired upon reasonable requests.
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1 Supplementary Notes

1.1 Glossary

• Artificial Intelligence: artificial intelligence (AI) refers to the development of computer systems capable of performing
tasks that typically require human intelligence, including visual perception, decision-making, and language comprehen-
sion [51].

• Attention: a mechanism enabling models to focus on specific parts of the input sequence during processing, allowing
them to weigh the significance of different words when generating output. This attention mechanism assists in capturing
long-range dependencies and enhancing performance in various natural language processing (NLP) tasks [52].

• BERT: Bidirectional Encoder Representations from Transformers, a widely used pre-trained language model [27].

• Chain-of-thoughts: a prompt engineering method that enhances complex reasoning capabilities by adding intermediate
reasoning steps to the text input for the model [53].

• ChatGPT: Chat Generative Pre-trained Transformer, developed by OpenAI, is a chatbot and a sibling model to Instruct-
GPT, trained to follow instructions in a prompt and deliver detailed responses [54].

• Cross Entropy Loss: a performance indicator measuring classification models, also known as log loss, with lower values
indicating better predictive performance.

• Deep Learning: deep learning (DL) is an AI technology emulating the neural network structure of the human brain,
learning and training via multi-level neurons for complex data analysis and processing [55].

• Embedding: an NLP technique that maps a high-dimensional space, with a dimensionality equal to the total number of
words, to a much lower-dimensional continuous vector space, assigning each word or phrase a vector in the real number
domain [56].

• Feature Engineering: the process of selecting, transforming, and creating new features from raw data to improve ma-
chine leanring (ML) model performance. It involves identification of relevant and informative input variables and their
preparation for accurate predictions or classifications [57].

• Feed Forward: refers to a deep learning framework, also known as a multi-layer perceptron (MLP), that defines a mapping
y = f(x : θ) , and learns the value of parameter θ to achieve the best function approximation [58].

• Few-shot Learning: a ML approach where models are trained to make accurate predictions with limited examples per
class [59].

• Gemini: Google’s multimodal large language model (LLM), the first to outperform human experts on MMLU (Massive
Multitask Language Understanding), a popular method for testing AI models’ knowledge and problem-solving abilities.

• Gradient Boosting Decision Tree (GBDT): also known as Gradient Boosting Machines (GBM), is a popular ensemble
learning method combining decision trees with gradient boosting. GBDT continuously fits new models for more accurate
estimates of response variables. The principle behind this algorithm is to construct new base learners that maximizes
correlation with the negative gradient of the ensemble’s loss function [60].

• Hyperparameters: external configuration variables input in advance to manage the training of ML models [61].

• In-context Learning: refers to enhancing LLM performance using a few examples provided in the input context [62].

• ImageNet: an image database organized according to the WordNet hierarchy (currently only nouns), with each hierarchy
node represented by hundreds of thousands of images [29].

• Knowledge Distillation: refers to extracting knowledge from larger deep neural networks into smaller networks [63].

• Large Language Model: large language model (LLM) is a kind of DL model trained on large amounts of text data to
learn statistical patterns of natural language [64].

• LLM Hallucination: occurs when LLMs generate content deviating from user input, contradicting previously generated
context, or inconsistent with established world knowledge [65].
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• Logistic Regression: a supervised learning algorithm utilizing logistic functions to estimate label probabilities [66].

• Machine Learning: machine learning (ML) demonstrates the experiential ‘learning’ associated with human intelligence,
along with the ability to enhance its analyses through using computational algorithms [55].

• Multi-head Attention: represents multiple attention modules within a single attention layer of the model, allowing for
different focus on various parts of a sequence.

• Pre-trained Model: a model trained on a large corpus of data and can be fine-tuned to solve various tasks [67].

• Prompt Engineering: a method to generate textual data from LLMs by embedding task descriptions in the input, effec-
tively conveying specific parameters to the model as part of a problem statement [54].

• Self-instruct Learning: a method for improving the instruction-following capabilities of pre-trained language models by
bootstrapping off their own generations [68].

• Supervised Classification: a ML task where the goal is to categorize input data into predefined classes or categories based
on labeled training examples [69].

• Support Vector Machine: a supervised learning algorithm for classification and regression tasks that identifies the optimal
boundary (hyperplane) separating data points of different classes [70].

• Tokenization: the process of converting text into smaller structural markers, called tokens. The tool used to handle this
process is known as a tokenizer [71].

• Transfer Learning: a ML technique employing a pre-trained model as the starting point for a new related task, instead of
training a model from scratch. It allows for different domains, tasks, and distributions in training and testing [72].

1.2 Workflow details

1.2.1 Data processing of metallic glasses dataset

As mentioned in the “Methods” section, our initial dataset consists of 5,577 samples. To train different BERT models, it
is necessary to divide it into a training and a test set. We employed a stratified sampling method for this purpose, ensuring a
representative and balanced representation of the different subgroups [73], which enhances the quality and reliability of sample.
Based on the overall 80:20 split ratio for the training and test sets, we have performed non-repetitive stratified sampling on three
alloy data categories. In the end, we obtained a training set with 4,460 samples and a test set with 1,117 samples, maintaining
the 80:20 ratio for each category.

It should be noted that this section aims to establish the relationship between alloy composition and labels. The textual data
generated through Gemini-pro is used to train different BERT classification models. The data obtained in this section is stored
in the “original data” folder, with the data format shown in Table S1.

1.2.2 Prompt design and textual data generation

Upon acquiring the alloy composition data, we proceeded with prompt design. Prompt engineering is a prominent direction in
the field of LLMs and is considered a method that significantly improve data generation effectiveness for LLMs [74]. Techniques
such as few-shot learning [53], CoT [53], synergizing reasoning and acting (ReAct) [75], and retrieval-augmented generation
(RAG) [76] are deemed effective prompt engineering methods. Due to the additional knowledge sources required for the latter
two methods, we tested direct inquiry, few-shot, and CoT, and compared them with our MetalPrompt. Figs. S8, S9, and S10
are templates for three benchmark methods, while Fig. S4 shows the comparison results. Our “MetalPrompt” achieved the best
performance.

For the prompt inquiry setting with the LLM, we used Top-K = 1 and Temperature = 0 as default parameters. As shown in
Fig. S11 and Fig. S12, a smaller Top-K and lower temperature indicate more reliable model output. Top-K = 1 implies that the
model will perform greedy decoding and select the most probable value. Unless specifically explained, the parameters of the
language model mentioned below are consistent with these settings.

Using the above parameter settings and “MetalPrompt” as the input template, we generated textual data for 5,577 alloy
compositions. The replacement of alloy elements in the template was assisted by the langchain library. Simultaneously, based
on the alloy composition category relationship of the original training and test dataset, we labeled the generated textual data with
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the same category. This dataset is used for training the classification model below, with the partitioning of training and testing
sets consistent with the original data.

1.2.3 MgBERT training and evaluation

BERT model and attention mechanism: BERT, introduced by Google researchers in 2018 [27], is a pre-training language
representation method that significantly impacted the field of NLP. Traditional language models analyzed text data unidirection-
ally, either from left to right or right to left, limiting their understanding of language context. BERT, employing the Transformer
architecture, processes each word concerning all other words in a sentence, rather than sequentially. Owing to its state-of-the-art
results in numerous tasks, BERT was selected as the foundation for our classification model.

Fig. 4c in the main text shows the basic BERT architecture, comprising data pre-processing, input encoding, model training,
post-processing, and output results. During data processing, tokenizers divide sentences or words into individual tokens, such
as marking “for example” as “for” and “example”. Then, as demonstrated in Fig. S13, the encoding method transforms pre-
processed text data into the input representation of the model. For instance, “for” is converted to a vector [00..1..00]. Model
training is crucial to BERT, as it uses multi-head attention to extract essential features from input embeddings. Attention
mechanisms enhance model performance in NLP and other sequence data processing tasks by focusing on the most relevant
parts of the input sequence. Models can learn to assign various attention weights to input information from different positions,
concentrating on crucial aspects when processing input sequences. This mechanism allows the model to capture long-distance
dependencies and important patterns in sequences more effectively, thus improving its performance in processing sequence
data [77]. Fig. S14 shows a schematic diagram of the operation of the attention mechanism. Multi-head attention, compared
to a single module, employs multiple attention modules in the same calculation, extracting different feature information. The
calculation formula for attention score is as follows:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (S1)

MultiHead(Q,K, V ) = Concat(head1, ..., headh)W
O (S2)

Where headi = Attention(QWiQ,KWiK , V WiV ).
In Equation S1,

√
dk refers to the queries and dimension keys. Q, K, and V refer to the input query, key, and value,

respectively. softmax refers to the softmax function.
Pre-trained models selection: We compared three pre-trained models based on BERT, including the basic BERT model [27],

Longformer supporting longer input text lengths [78], and MatSciBERT trained on materials science texts [42].
All models employ default parameter settings; however, to expedite calculations, the maximum input length for Longformer

is limited to 1200 tokens, while other models have a default maximum length of 512. To ensure reproducibility, the random
seed is fixed at 42. All models are trained using cross-entropy loss and optimized with the Adam optimizer for parameters. All
training was conducted on a 32G Nvidia V100. Table S2 presents the basic hyperparameters for model training. Due to its larger
embedding layer requiring more graphics memory, Longformer has a slightly smaller batch size.

MgBERT embedding and training: Upon the training of MgBERT, we found that the file with the longest tokens is
’Fe68.3C6.9Si2.5B6.7P8.8Cr2.2Mo2.5Al2.1.txt’ with 859 tokens, and 300 files have more than 512 tokens. Our basic model,
MatSciBERT, only supports inputs with a maximum token length of 512. Considering the potential inconsistency in text input
length for different materials and scalability requirements, we designed a variable-length MgBERT position embedding layer
that does not necessitate complete retraining. The following Algorithm 1 is a pseudocode representation of its principle.

For the comparison of three embedding methods, we ran 16 epochs with a learning rate of 3e-5 and a batch size of 26. In
Figs. 4g, h of the main text, only the first 15 epochs are displayed due to the loss output retaining the first three decimal places.
In the 16th epoch, some models exhibit training set loss < 0.001. The complete training information can be found in the “train
log” folder.

For the final MgBERT model, we continued training with the highest classification accuracy model weight of Method 3 at a
learning rate of 2e-5 and compared it to the case with 1e-5. The highest accuracy of 88.5% was achieved when the learning rate
was 2e-5 and the epoch was 4. We utilized the model weights trained under these parameters as the final MgBERT model.

Model evaluation: During the model evaluation stage, we compared some ML models, with their concepts outlined in the
“Glossary” section. Model implementation is based on the “scikit-learn” software and employs its default hyperparameters for
training. The random seed is fixed at 42 for reproducibility. The training and test set rely on stratified sampling, as described in
the “Methods” section of the main text.
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Algorithm 1 MgBERT Position Embedding
1: Input: New maximum position embedding n, Current position embeddings E
2: Output: Resized position embeddings Enew

3: Set Enew = Embedding(n,E.size(1))
4: Set l = E.shape[0]
5: Set L = ⌈n/l⌉
6: if l > n then
7: Set Enew.weight = E[: n].detach()
8: else
9: for i ∈ [0, L− 1] do

10: if i == 0 then
11: Set Enew.weight[: l] = E.detach()
12: else if i > 0 and i < L− 1 then
13: Set Enew.weight[i ∗ l : (i+ 1) ∗ l] = E.detach()
14: else
15: Set Enew.weight[i ∗ l :] = E.detach()[: (n− i ∗ l)]
16: end if
17: end for
18: end if
19: return Enew

1.2.4 Model interpretability

We used the LIME model [44] for model interpretation. LIME utilizes a trained local surrogate model to explain individual
predictions. For a black-box model of interest, LIME samples around the instance of interest and collects perturbed instances
along with their black-box model predictions. A local interpretable model (e.g. linear regression, decision tree) is then trained
on this new dataset to approximate the behavior of the black-box model locally. Fig. S15 from [44] shows its working principle,
wherein the dashed line is a trained linear model used to explain the black-box model with complex boundaries in the red and
blue part of the graph. The hyperparameters we set here is to perform 1,000 samples and filter the top 50 contributing features.
Considering the maximum token length does not exceed 900, this choice is reasonable under the limitation of computational
rate, as the training time increases exponentially with the increase of sampling times.

Additionally, we visualized the attention score of the [CLS] (classify) token in the last layer. Different attention scores
represent the degree of importance that a specific token places on other tokens, with larger attention scores indicating higher
importance. The classifier processes the value of the last layer’s [CLS] token, compressing this 768-dimensional vector into
three dimensions. Each dimension represents the probability of different categories. Therefore, calculating the focus on the
previous layer assists in interpreting the model.
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2 Supplementary figures

FIG. S1. Gemini-pro outputs without using “MetalPrompt”.
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FIG. S2. GPT4-turbo outputs without using “MetalPrompt”.
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FIG. S3. llama2 outputs without using “MetalPrompt”.
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FIG. S4. Comparison of accuracy of different prompt methods. ‘direct inquiry’ refers to directly requesting LLM metallic glass classification
results without using a prompt. ‘few-shot’ involves using alloy composition and its classification results as input samples in a prompt for an
LLM and inquiring about the classification results for other specific alloy compositions. ‘few-shot with CoT’ not only adds examples of alloy
composition and categories, but also integrates some thought processes into the prompt.

FIG. S5. Accuracy comparison between prompt baseline model and machine learning models. The logistic regression serves as our baseline
model, SVM denotes the support vector machine model, and GBDT refers to the gradient boosting decision tree model.
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FIG. S6. Confusion matrix for MgBERT classification results. The x-axis refers the model prediction of the alloy composition belonging to a
particular metallic glass category, while the y-axis indicates the actual category of the alloy composition. For example, the ‘616’ in the upper
left corner signifies that there are 616 components classified as metallic glasses, which MgBERT also predicts to be metallic glasses.
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FIG. S7. Contribution of input text for non-ribbon type alloy Al40Mn25Si35 to output classification results. A positive value means that the
word has a positive contribution to the model’s prediction that the component is non-ribbon, and vice versa.
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FIG. S8. Prompt template for direct inquiry.
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FIG. S9. Prompt template for few-shot method.
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FIG. S10. Prompt template for few-shot with CoT method.
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FIG. S11. Tuning the Top-K setting [79]. The value of K represents the model’s selection of the first k words with the highest likelihood
of being the output. Decreasing the hyperparameter “Top-K” results in a narrower model selection, focusing on candidate words with higher
probabilities. This figure is from [79].

FIG. S12. Tuning the temperature setting [80]. Similar to the “Top-K”, a lower value of the hyperparameter temperature implies that the model
will favor words with higher probabilities as output. This figure is from [80].
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FIG. S13. BERT input representation. The input embeddings are the sum of the token embeddings, the segment embeddings and the position
embeddings [27]. This figure is from [27].

(a) (b)

FIG. S14. Schematic diagram of attention mechanism. a, Scaled dot-product attention. b, Multi-head attention consists of multiple attention
layers running in parallel [77]. This figure is from [77].
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FIG. S15. A simple example of LIME [44]. The gray dashed line is a linear interpreter identified by LIME, used to distinguish the positive and
negative contributions of sample features to the output of the black box model (i.e. our model). The symbols in the figure correspond to data
points generated by LIME’s perturbation sampling, while the red and blue areas denote the complex decision areas of the black box model.
This figure is from [44].

3 Supplementary Tables

TABLE S1. Format of raw data.

glass forming category composition

Ribbon Ag20Al25La55
BMG Cu55Zr42.5Ga2.5
NR Ag6Ce8Cu86
... ...

TABLE S2. Hyperparameters of model training.

model name hyperparameters

BERT Epoch: 8; Learning rate: 3e-5; Batch size: 26
longformer Epoch: 8; Learning rate: 3e-5; Batch size: 12
MatSciBERT Epoch: 8; Learning rate: 3e-5; Batch size: 26
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