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ABSTRACT

Segment anything model (SAM) developed by Meta AI Research has recently attracted significant
attention. Trained on a large segmentation dataset of over 1 billion masks, SAM is capable of
segmenting any object on a certain image. In the original SAM work, the authors turned to zero-short
transfer tasks (like edge detection) for evaluating the performance of SAM. Recently, numerous works
have attempted to investigate the performance of SAM in various scenarios to recognize and segment
objects. Moreover, numerous projects have emerged to show the versatility of SAM as a foundation
model by combining it with other models, like Grounding DINO, Stable Diffusion, ChatGPT, etc.
With the relevant papers and projects increasing exponentially, it is challenging for the readers to
catch up with the development of SAM. To this end, this work conducts the first yet comprehensive
survey on SAM. This is an ongoing project, and we intend to update the manuscript on a regular
basis. Therefore, readers are welcome to contact us if they complete new works related to SAM so
that we can include them in our next version.

1 Introduction

ChatGPT Zhang et al. [2023a] has revolutionized our perceptions of AI, gaining significant attention and interest across
the world. It marks a breakthrough in generative AI (AIGC, a.k.a Artificial intelligence generated content) Zhang et al.
[2023b], for which foundation models Bommasani et al. [2021] have played a significant role. The large language
model has achieved significant performance in language tasks, leading to a new paradigm in various NLP areas. In
the vision field, multiple works Radford et al. [2021], Jia et al. [2021], Yuan et al. [2021] have attempted to learn an
image encoder together with a text encoder with contrastive learning He et al. [2020], Qiao et al. [2023a], Zhang et al.
[2022a]. The resulting image encoder can be perceived as a vision foundation model. Another form of training a vision
foundation model is through self-supervised learning, like masked autoencoder Zhang et al. [2022b]. However, such
vision foundation models often require finetuning before they can be used for downstream tasks.

Very recently, Meta Research team has released the "Segment Anything" project Kirillov et al. [2023], where a model
termed Segment Anything Model (SAM) has been proposed. An overall view of the "Segment Anything" project is

∗You are welcome to contact us through chaoningzhang1990@gmail.com

ar
X

iv
:2

30
6.

06
21

1v
3 

 [
cs

.C
V

] 
 3

 J
ul

 2
02

3



Figure 1: Segment Anything results depending on the model size.

Figure 2: Segment anything project (figure obtained from Kirillov et al. [2023]).

shown in Figure 1. It is worth mentioning that SAM performs promptable segmentation, which differs from semantic
segmentation in two ways: (1) the generated masks of SAM have no labels; (2) SAM relies on prompts. In other
words, SAM only cut-outs the objects in the image without assigning labels (see Figure 1), and which object get cutout
depends on the given prompt. Given the so-called prompt engineering, SAM has shown remarkable zero-shot transfer
performance without the need for finetuning, making many believe that SAM is like GPT-3 Brown et al. [2020] moment
for computer vision. SAM is trained on SA-1B, which contains more than 1B masks from 11M images making it the
largest segmentation dataset ever released.

Label prediction v.s. mask prediction. Conceptually, semantic segmentation can be perceived as a combination of
mask prediction and label prediction. The success of the “Segment Anything" project shows that these two sub-tasks
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can be decoupled and SAM exclusively solves the first one. Without label prediction as existing image segmentation
tasks (like instance segmentation and panoptic segmentation), the task that SAM solves might seem to be a trivial task at
first sight. However, it actually solves a fundamental task in computer vision that contributes to the development of the
vision foundation model. For maximizing the generalization to unseen distribution, a vision foundation model needs to
be trained with a sufficiently large yet diverse dataset. When the dataset size and diversity increase, the object category
and label have open-vocabulary nature, which makes it impossible to pre-determine a fixed list of labels beforehand.

Vision foundation model meets promptable segmentation. To overcome the above issue, SAM Kirillov et al. [2023]
opts for the task of prompt-based mask prediction (a.k.a. promptable segmentation), where the role of prompt behaves
like attention. When the human eye understands the world, it often focuses on a certain object while perceiving its
surrounding area as a background. Given numerous objects in the same scene, without an attention mechanism, the
human eye cannot make sense of them. Moreover, the human eye can identify and segment the object of interest even
though the observer has never seen a similar object in the past. For example, a baby who first sees a samoyed dog will
track the movement of the dog even though it never understands what a dog is. In other words, vision understanding
mainly relies on the object mask instead of its corresponding label. Overall, the task of promptable segmentation well
mimics how the human eye understands the world. The SAM trained on the promptable segmentation constitutes a
vision foundation model that is not only generalizable to unseen distributions, but also compatible with other models
for realizing more demanding tasks.

Figure 3: Volume of research work citing SAM (a) since its publication (indicated by the yellow vertical line). Number
of studies in each topic related to the implementation of SAM (b).

Figure 3(a) shows that within a few weeks, numerous studies have been conducted in the computer vision community
to investigate SAM from various perspectives (Figure 3(b)). Within this study, the two largest topics being explored
are the integration of SAM into medical image segmentation, and the labeling of SAM’s class-agnostic segmentation
mask. Overall, we categorize our discussion of SAM-related study into two major topics: (1) evaluation of SAM’s
segmentation performance and the endeavors to improve its performance and (2) review of how SAM is integrated with
other foundation models in various vision- and non-vision-related tasks. Given the increasing volume of work, it can be
overwhelming for readers to catch up with the development of SAM. To this end, this work conducts a survey on SAM
in the era of vision embarking on the path of Natural Language Processing (NLP) to embrace the foundation model.

2 Can SAM really segment anything in all scenarios?

As the title suggests, SAM Kirillov et al. [2023] is claimed to segment anything in the images. However, it remains
unclear whether the SAM model can work well in real-world scenarios. Therefore, numerous works have been
conducted recently to evaluate its performance in various scenarios, including medical images and beyond.

Medical images. Segmenting medical images to dissect abnormal tissue from others is often challenging because it
requires expertise in the related pathology field. For this reason, current approaches in medical image segmentation
still rely on data annotated by experts, which is then trained on various deep learning models. To alleviate the
exhaustive resources needed for such training, practitioners seek to exploit the zero-shot segmentation capability
of SAM. Nevertheless, raw segmentation outputs of SAM are found to be inferior to the accuracy (Dice score) of
fully-supervised models, e.g., U-Net He et al. [2023a]. Moreover, different organs produce different score discrepancies.
For instance, the two largest gaps (70%) of accuracy between SAM and U-Net are observed in the segmentation for
pancreas He et al. [2023a] and liver Hu and Li [2023] while the two smallest gaps (30%) are found from polyps Zhou
et al. [2023a] and lung nodules He et al. [2023a]. This underperformance is potentially caused by the different nature
of the object being segmented. Objects with more apparent boundaries produce higher segmentation accuracy than
those with obscure lining Huang et al. [2023a]. For example, SAM can segment benign tumors easier than malignant
tumors because the latter does not have a clear boundary as the effect of metastasis to the neighboring tissue Hu et al.

3



[2023a]. Nevertheless, despite its limitation against fully-supervised models, SAM segmentation still outperforms the
non-deep learning segmentation methods, such as FSL BET Mohapatra et al. [2023]. SAM’s performance is dependent
on the types and magnitude of prompts fed to the prompt encoder. In general, automatic prompting yields unsatisfying
segmentation results Huang et al. [2023a]. Meanwhile, box prompts produce higher segmentation accuracy compared
to point prompts Cheng et al. [2023a], Wang et al. [2023a], Wald et al. [2023], Mattjie et al. [2023]. However, accuracy
from point prompts can be increased by applying more points on the target object Cheng et al. [2023a], Hu and Li [2023],
Mazurowski et al. [2023], Wald et al. [2023], Mattjie et al. [2023], Huang et al. [2023a]. Additionally, box prompts
and point prompts can be combined to produce better accuracy, but it’s not when it is applied simultaneously Huang
et al. [2023a]. Improvement is apparent when the box prompt is applied in the initial prompting stage, whereas the
point prompt is administered during the mask refinement stage Mattjie et al. [2023]. One of the causes of SAM’s flaw
in medical image segmentation is the imbalance proportion of medical image data that exists among SAM’s training
dataset because the domain-specific dataset is extremely scarce in open-world object segmentation tasks. For this
reason, fine-tuning with domain-specific datasets can be a quick-fix solution for SAM’s poor accuracy in medical image
segmentation. To this end, such fine-tuning approaches have been evaluated on polyp colonoscopy Li et al. [2023a],
skin lesions Hu et al. [2023b], and other medical image datasets Ma and Wang [2023]. On average, this strategy yields
segmentation accuracy (Dice score) above 80%. More advanced accuracy improvement approaches are proposed by
slightly modifying SAM’s framework. Most of these modifications are performed by attaching domain-specific adapters,
which role is to learn task-specific knowledge. Such an adapter can be fixed in between transformer layers of image
encoder Qiu et al. [2023], Zhang and Liu [2023], Wu et al. [2023], between attention layers of mask decoder Wu et al.
[2023], or even completely replacing both prompt encoder and mask decoder with task-specific head Qiu et al. [2023].
Another modification is proposed by decoupling the mask decoder into two modules which are responsible for handling
IoU regression and mask learning respectively Gao et al. [2023]. Such a mechanism attempts to solve the coupling
effect between image embedding and prompt token in the mask decoder that makes SAM segmentation output highly
dependent on the prompt quality.

Figure 4: (a) From left to right, segmentation mask of ground truth, pre-trained SAM, and fine-tuned SAM Ma and
Wang [2023]. (b) Best practices for improving SAM’s segmentation in medical images; (1) fine-tuning mask decoder
with a medical dataset, (2) fixing prompt layer or LoRA in between transformer layer or inside the transformer layer
itself, and (3) decoupling mask decoder into two modules. (Blue: frozen modules, red: fine-tuned modules)

Other scenarios. Beyond medical images, many real-world segmentation tasks are exposed to challenging conditions
that weaken the segmentation capability of SAM. Minuscule and slender objects Ji et al. [2023a,b], Ren et al. [2023],
objects with obscure boundary Jie and Zhang [2023], Ji et al. [2023a,b], occluded objects in dense environments Yang
et al. [2023a], camouflaged objects Tang et al. [2023], Ji et al. [2023a,b], and transparent objects Han et al. [2023], Ji
et al. [2023b] are a few examples of which SAM segmentation outputs are rather inaccurate. For this reason, the raw
output map of SAM cannot be used directly in object counting task Ma et al. [2023]. Hence, researchers introduce
various approaches to overcome these challenges. The most straightforward approach is made by refining the input or
output of SAM. For instance, an input image can be refined using image-level or pixel-level entropy filtering Guo et al.
[2023], He et al. [2023b] or multi-augmentation He et al. [2023b], and prompts can be supplemented with additional
high-quality tokens Ke et al. [2023]. Such practices are useful to correctly locate anchors to precisely prompt the target
object. Additionally, instead of direct utilization, SAM’s output masks can be refined, e.g., by applying a mask filter
or correcting the boundary Giannakis et al. [2023], Williams et al. [2023]. Further, a few approaches also attempt
to fix adapters into SAM to enable task-specific learning Chen et al. [2023a], Julka and Granitzer [2023], Cao et al.
[2023]. SAM also offers promising results in the semantic communication domain compared to traditional improvement
approaches that are spectrum-limited and need high power consumption. Capitalizing on SAM’s generalizability and
promptability, Tariq et al. [2023] leverage SAM in their semantic communication framework to transmit only selected
information at high broadcasting quality.
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Figure 5: (a) From top to bottom, segmentation mask of pre-trained SAM and fine-tuned SAM Ke et al. [2023]. (b)
Best practices for improving SAM’s segmentation on challenging objects; (1) pre-processing of image and token, (2)
post-processing mask output, and (3) fixing adapter in between transformer layer and fixing domain decoder.

On the robustness of SAM. Despite its generality to open-world imaging scenarios, SAM is still vulnerable to some
image perturbation. Very recently, Zhang et al. [2023c] has investigated adversarial attacks on SAM. It shows that the
SAM model is not robust against the attack of adversarial examples Szegedy et al. [2013], Goodfellow et al. [2015],
Kurakin et al. [2017]. Specifically, the basic goal attack-SAM Zhang et al. [2023c] is set to remove the masks, for
which the authors design a CLIP-MSE loss. The results show that the model is very vulnerable under white-box PGD
attack Madry et al. [2018]. In the black-box setting, the model maintains robustness to some extent. On top of removing
the original masks, the authors also experiment with generating new (target) masks, showing intriguing results. For
details, interested readers can check Zhang et al. [2023c] for more details. Additionally, Huang et al. [2023b], Wang
et al. [2023b] also examines SAM’s robustness against fifteen image corruption of varying severity. They found that
all corruptions, except blur-related ones, only slightly decreased (<5%) pixel accuracy and intersection over union
metrics in various datasets. Additionally, Huang et al. [2023b] also examines SAM’s robustness against fifteen image
corruption of varying severity. They found that all corruptions, except blur-related ones, only slightly decreased (<5%)
pixel accuracy and intersection over union metrics in various datasets. Nevertheless, Wang et al. [2023b] discovered that
the decline in the above metric values in the perturbed image is larger in the segmentation task involving challenging
objects, such as medical X-ray. Another recent work Qiao et al. [2023b] performs comprehensive evaluations on the
robustness of SAM on corruption and beyond. Specifically, it interprets various corruptions as new styles and tests the
SAM robustness against style transfer and common corruptions. Moreover, it investigates the SAM’s robustness against
local occlusion and adversarial perturbation. The results demonstrate that SAM has a moderate level of resilience
against FGSM attacks, but not PGD attacks, even for perturbation with a very small magnitude Qiao et al. [2023b].

3 From Segment Anything to X-anything

The success of SAM for “segment anything" has motivated the community to investigate X anything. Specifically,
SAM has been shown to be versatile in numerous projects when combined with other models to achieve impressive
performance.

3.1 Label Anything

As the outcome of being trained on a massive dataset, SAM has a generalizable nature that also makes it class-agnostic
because assigning a unique label to each segmented object is almost impossible. Nevertheless, labeling is one of the
critical requirements in many computer vision tasks, e.g., object detection and object classification. Thus, numerous
studies have been initiated to exploit SAM’s powerful segmentation while enabling it to produce a label for each mask.

Labeling. One of the earliest approaches in labeling SAM’s segmentation mask is to combine Large-Language
Model (LLM), Large-Vision Model(LVM), and Vision-Language Model (VLM) so they can complement each other’s
strengths Yu et al. [2023a] (Figure 6). This approach uses LLM, such as ChatGPT as input for AIGC models to
generate images. This image is then passed through labeling processes by LVM. For instance, these LVM can be
Bootstrapping Language-Image Pretraining (BLIP) Li et al. [2022], which converts the image to text, Grounding-DINO,
which converts the text to visual prompt, and SAM which segments the image given the prompt. This process is done
iteratively until all target objects can be labeled. This complementary approach can also be implemented in the 3D

5



scene understanding task Chen et al. [2023b], though some only at the semantic mask construction module of the
entire 3D scene labeling pipeline Chen and Li [2023]. Another mutual association for labeling SAM’s mask is also
possible by combining SAM, which has strong boundary definition but lacks labels, with Class Activation Mapping
(CAM) Zhou et al. [2015], which excels in semantic labeling but is poor at defining boundary Chen et al. [2023c]. The
transfer labeling techniques open the possibility for SAM application in weakly-supervised segmentation tasks Sun et al.
[2023a] and open-world object detection tasks He et al. [2023c]. Apparently, SAM-generated pseudo-label can exceed
the accuracies of the earlier pseudo-labeling methods, with bounding box prompting giving the highest accuracy Jiang
and Yang [2023]. Another simple approach to labeling SAM’s mask is through voting between label-free SAM’s mask
and label-aware mask generated by Open-Vocabulary Semantic Segmentation (OVSeg) Liang et al. [2023] model.
Depth mapping prior to SAM segmentation can also be applied in this approach to give SAM’s mask richer geometric
information that will be helpful during voting Cen et al. [2023a].

Feature Matching. Despite its class-free masks, SAM can be integrated into the semantic feature matching framework
for it can automatically segment objects of the same class in the new image given the semantic feature of such objects
in the input image. The key idea is to match the semantic features of two images and use the matching keypoints as
a prompt for SAM to segment objects of the same class in the target image Liu et al. [2023a]. Further, SAM’s mask
outputs of this approach can be refined to alleviate their ambiguity by assigning weights to each mask Zhang et al.
[2023d]. In 3D application, this semantic feature matching can also be used to find correspondence among similar
shape objects, e.g., human limbs and animal limbs Abdelreheem et al. [2023].

Captioning. The above approaches to label SAM’s mask are extendable to the task of image captioning. Slightly
different from labeling, captioning aims to give a description to an image based on the content understanding and the
choice of user language style. For instance, a caption can be in the form of a short sentence or a whole paragraph. This
task borrows the versatility of VLM to translate images into text and refine this text into a comprehensive paragraph
using LLM. Here, SAM acts as the segmenter to select the specific regions where the users want their caption to
emphasize Wang et al. [2023c]. Oftentimes, the captioning task can be complicated considering the accordance
between word composition and spatial composition of the image. Thus, it is important to assess the caption density that
evaluated these two aspects. In this task, SAM does not only function as a segmented but also as the informer of spatial
composition of the image Doveh et al. [2023].

Data Annotation. Owing to SAM’s capability to label anything as explained above, researchers further employ SAM in
the automatic data annotation pipeline. This automation is helpful in computer vision task that deals with target object
where the number of annotated data is sparse, e.g., domain-specific application Wang et al. [2023d] such as medical
image Zhang et al. [2023e], remote sensing Wang et al. [2023e], Yu et al. [2023b], Zhang et al. [2023f] and autonomous
driving Zhou et al. [2023b] and specific imaging typeChen and Bai [2023].

Figure 6: (a) General labeling pipeline for SAM’s segmentation. (b) From left to right, original picture, label, and
segmentation mask Yu et al. [2023a].

3.2 Inpaint Anything

Inpainting is the process of editing a part of an image, either by removing an existing object or adding a new instance to
the frame. This process can be executed by traditional or deep-learning approaches. Particularly in the deep-learning
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approach, selecting a target region in a frame is almost always necessary. Thus, this role is what SAM is expected to be
capable of executing.

2D Inpainting. To this end, numerous study that implements SAM in the image inpainting framework has been
performed. The core idea of attaching SAM in their pipelines is to exploit SAM’s class-agnostic segmentation ability on
an input image which resulting masks are further processed by AIGC framework, e.g., Stable Diffusion (SD) Rombach
et al. [2022], or other deep-learning based inpainting frameworks (Figure 7). For instance, SAM mask outputs can be
further nominated by the textual prompt to be processed by SD with the guidance of vision-language pertaining model,
e.g., Contrastive Language–Image Pre-training (CLIP) Radford et al. [2021], to generate final output as specified in
the text instruction Xie et al. [2023], Levin and Fried [2023], Yu et al. [2023c], Liu et al. [2023b]. Here, the SAM
segmentation task can be prompted by either visual prompts or textual prompts. However, since SAM reliability in
handling text prompts is still weaker compared to visual prompts, researchers attempted to attach an intermediate
module between prompt and SAM Wang et al. [2023f], Fang et al. [2023]. Grounded-SAM IDEA-Research [2023],
which combines Grounding-DINO Liu et al. [2023c] and SAM, is one of the renowned solutions for such limitation.
Other simpler applications feed SAM mask outputs into the autoencoder architecture with attention to producing
customizable style transfer Liu et al. [2023d] or controlling the intensity of change at the selected region Jiang and Holz
[2023]. SAM’s agnostic nature to the fine-grained pixel information brings an advantage to the inpainting process in
which input image resolution is low. Such insensitivity enables SAM to extract only global features that are useful
when guiding image restoration tasks whose end goal is to enhance the image resolution. For this reason, SAM’s mask
outputs can be valuable prior to tuning the autoencoder network in the image/video restoration pipeline Xiao et al.
[2023], Lu et al. [2023].

3D Inpainting. Although SAM is originally developed to handle 2D image, study shows that it can be integrated
into 3D space. The key idea is to dissect 3D scene into multiple views projected onto 2D frames, and vice versa
through Neural Radiance Field (NeRF) Mildenhall et al. [2021]. SAM’s role in this 3D inpainting pipeline is to
generate the target object’s masks of multiple projected views to ensure the 3D rendering consistency, exploiting
SAM’s fine-grained agnostic nature Wang et al. [2023g]. Alternatively, SAM’s manual segmentation can only be
executed only at one single-view image while images of different views can be automatically prompted based on the
3D rendering result of the prior image Cen et al. [2023b]. Utilizing a similar segmentation idea, it is also possible to
generate 3D objects only from a single view image by generating multiple view frames using AIGC framework Shen
et al. [2023]. This development in 3D inpainting techniques set the starting point for its use in many applications, e.g.,
robotic vision Lillrank et al. [2023]. Inpainting also allows users to click on an object to remove anything and then
fill in anything or replace anything with a text prompt. In particular, the inpainting process can be employed in the
pipeline of the diminished reality Mori et al. [2017], which is a critical step in various immersive environments of the
Metaverse, e.g., removing unwanted objects before adding digital overlays on top of the physical surroundings Lee et al.
[2023]. IA shows great advantages in simple operation in inpainting, making it highly user-friendly for application
Open-vocabulary-Segment-Anything ngthanhtin [2023] combines OWL-ViT with Segment Anything, prompt by text
and conduct inpainting via stable diffusion, which achieves a text interaction in inpainting.

Matting . To properly execute the inpainting task, it is important to separate foreground from background accurately,
which process is known as matting. Different from segmentation, the matting process is more intricate as it has to
define an alpha-matte value that defines the opacity of the pixel in the form of trimap. For this reason, generating an
alpha-matte mask is more resource-expensive than a normal segmentation mask. Thus, to alleviate this constraint,
researchers employ SAM’s segmentation power to generate accurate masks that will function as pseudo-trimap Yao
et al. [2023]. Nevertheless, foreground-background separation can also be achieved through simple approaches, e.g.,
enhancing the pixel quality of the foreground against a background of a target object choice. In this framework, SAM
can be integrated to generate foreground segmentation mask Yang et al. [2023b].

3.3 Track Anything

Training an object tracking algorithm, particularly those that work with tracking-by-detection, requires ground-truth
annotation work that is labor-intensive. This is due to the required accurate annotation at every frame to avoid the
temporal accumulation of annotation errors. For this reason, the commonly desired approach in object tracking is to
annotate using a bounding box due to its simplicity, i.e., only demanding two corner points to draw. Meanwhile, more
accurate annotations, e.g., polygon segmentation or keypoints, are more desirable when handling inherent challenges in
object detection, e.g., occlusion and similarly-looking objects. Nevertheless, these annotations are more expensive to
conduct due to the number of points that needs to be drawn for a single object.

Tracking. To relieve this demanding annotation effort, researchers have explored the integration of SAM in object
tracking tasks for its excellency in providing accurate segmentation. Nevertheless, given its original assignment in a
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Figure 7: (a) 3D object reconstruction in NeRF from a single-view image Shen et al. [2023]. (b) 2D image inpainting
given textual instruction, right-most image is generated using SAM-integrated pipeline Wang et al. [2023f]. (c) General
pipeline for SAM-integrated inpainting.

single 2D image, SAM is potentially less versatile in handling frame changes in the temporal dimension He et al. [2023d].
To address this limitation, there have been few studies that integrate SAM with former video object segmentation (VOS)
models, e.g., XMem Cheng and Schwing [2022] or Decoupling Features in Hierarchical Propagation (DeAOT) Yang
and Yang [2022] (Figure 8). Such combination gives advantages to each other, i.e., VOS suppresses SAM temporal
inconsistency while SAM refines VOS segmentation accuracy. Thus, this allows for a huge reduction of manual
labor cost in segmenting video frames because manual annotation is only required at the initial frame and a few
refinement annotations only at frames containing challenging scenarios Yang et al. [2023c]. These manual and
refinement annotation efforts may also be done with textual instruction that is converted into visual annotation by
Grounding-DINO Cheng et al. [2023b]. In an unsupervised video tracking setting, tracking is initially done without
prior information by the video salient object tracking (VSOT) model. This model produces object trajectory based
on its prediction on video frames. To produce accurate segmentation at every frame, SAM can be prompted by the
predicted trajectory Zhang et al. [2023g]. Finally, SAM’s implementation in object tracking tasks serves as the initiation
to more advanced work, such as action recognition Wang et al. [2023h].

Figure 8: (a) Frame segmentation using video object segmentation (VOS) model Cheng et al. [2023b]. (b) General
pipeline for SAM-integrated VOS (dashed line represents handling for newly appeared objects).

3.4 Anything in 3D

Previously, we have learned that inpainting and semantic labeling with SAM are applicable in 3D scenarios. Additionally,
there are also other tasks that SAM is capable of guiding in 3D.

Object Detection. One of the fundamental task in learning about 3D scenarios is object detection. The technique
commonly used for this task is fundamentally similar to that of 2D images. The discrepancy lies in converting every
annotation in 3D, e.g., the bounding box becomes a bounding cube and the keypoint becomes a point cloud. Although it
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is possible to conduct detection directly in 3D, it often requires enormous annotation effort. Therefore, a zero-shot
technique is often desired, and this is where SAM is expected to take the role. Nonetheless, to accommodate SAM’s
segmentation capability, which is originally trained for 2D images, the 3D signal must be projected into 2D space before
being processed by SAM. For instance, LiDAR point clouds can be projected into 2D bird-eye views, post-processed,
and then fed into SAM together with mesh-grid prompts Zhang et al. [2023h]. The output mask can be further
processed into a 2D box, which is then projected into 3D space to construct a bounding cube. This projection technique
is also useful for assembling 3D segmentation masks in which a bi-directional merging technique can be used for
assembling Yang et al. [2023d].

Pose Estimation. Pose estimation is a common expansion from 3D object detection. Since this task requires the
understanding of object movement with six degrees of freedom (6DoF), it is often desirable to observe directly in a
3D object. Nevertheless, the amount of 3D models available for training is often much more scarce than that of 2D
images because building a proper 3D model is costly. Thus, again, zero-shot learning by applying SAM is preferable.
Employing a similar 2D projection approach, 6DoF pose estimation further renders the pose using the rotation and
translation elements in the feature descriptor of the SAM’s segmentation output. Using this approach, SAM which
only takes a few images of different views, is able to surpass the accuracy of the former 3D pose estimation model
by halving their median pose error Fan et al. [2023]. Instead of rendering, hierarchical matching on object structure
can also be applied to estimate the object pose, resulting in 10x faster runtime Chen et al. [2023d]. This technique
utilizes SAM as a segmenter for multi-view images. The resulting mask is further combined with a depth image before
the point features can be extracted. These features are then matched with the features extracted from the 3D model to
generate the candidate pose for each single-view image (Figure 9).

Figure 9: Illustration of how SAM’s mask segmentations of multiple-view images are constructing 3D objects through
point cloud matching Chen et al. [2023d].

3.5 Any-other-thing

The above X-anythings are the application of SAM in fundamental computer vision-related tasks. Nevertheless,
segmentation can take care beyond those implementations. The generalizability of segmentation by SAM made it
possible to extend to real-world scenarios. For instance, SAM can guide the audio-visual recognition task where it
segments the target object that is most likely the source of audio. This task can be realized by fusing audio features and
spatial features before feeding to the mask decoder of SAM Mo and Tian [2023]. SAM’s fine-grained agnostic nature
made it a helpful tool for eXplainable AI (XAI) because it is perceivable at the contextual level and less sensitive to
the technical precision of the neural network (NN) model Sun et al. [2023b]. Utilizing this agnostic nature of SAM,
another study developed an evaluation matrix for image translation tasks that compares spatial cosine similarity between
semantic embedding of source and generated image, which is processed through SAM encoder Li et al. [2023b]. Further,
another study also exploits this generalizability nature to perform calibration of LiDAR and camera in an autonomous
driving scenario where SAM-generated mask is served as the container for LiDAR point cloud Luo et al. [2023]. Finally,
many studies have proven that SAM is potentially reliably applied in many real-world applications, such as medical
imaging Liu et al. [2023e], Wang et al. [2023i], civil construction Ahmadi et al. [2023], manufacturing Jain et al. [2023],
molecular study Larsen et al. [2023], graph processing Jing et al. [2023], and communication Tariq et al. [2023].
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4 A metric for evaluating SAM at everything mode

An important characteristic of SAM is that it can work in the mode of segmenting everything. The mode provides a
straightforward way to visualize the quality of SAM. However, there is no metric to evaluate the performance of SAM
in this mode. A major challenge in evaluating SAM at everything mode lies in that the predicted masks have no labels.
In other words, the model only cut-outs the objects without assigning labels, therefore we call the everything mode
as cut-out segmentation. Before we introduce our proposed metric for cut-out segmentation, we first summarize the
metrics for existing image segmentation tasks, which are shown in Figure 10.

Figure 10: Illustration of semantic segmentation, instance segmentation, and panoptic segmentation. (figure obtained
from Kirillov et al. [2019]).

4.1 Background on Image Segmentation

Segmentation is a crucial task in CV, which involves dividing an image into multiple regions based on semantic
properties. It aims to extract meaningful information from images by identifying and separating the different objects or
regions of interest. Segmentation task is a broad field:

Semantic Segmentation. In semantic segmentation, each pixel in an image is assigned a specific class label. A widely
used metric to evaluate semantic segmentation is Mean Intersection over Union (mIoU) Han et al. [2023].

mIoU =
1

K + 1

K∑
i=0

TPi

TPi + FPi + FNi
(1)

Instance Segmentation. Instance segmentation is a task that not only assigns each pixel to a specific class label, but
also distinguishes different instances of the same class. The metrics used to evaluate instance segmentation include
Average Precision (AP), and Mean Average Precision (mAP) Henderson and Ferrari [2017].

APi =
1

mi

R∑
r=1

P (r)∆r (2)

mAP =
1

m

m∑
i=1

APi (3)

Panoptic Segmentation. Panoptic segmentation combines both semantic and instance segmentation to provide a
complete segmentation. Each pixel is labeled with either instance ID or semantic label, which depends on whether
it belongs to an object instance or a background region. Panoptic Quality (PQ), Segmentation Quality (SQ), and
Recognition Quality (RQ) are widely used to evaluate panoptic segmentation tasks Kirillov et al. [2019].
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PQ =

∑
(p,g)∈TP IoU(p, g)

|TP |︸ ︷︷ ︸
segmentation quality (SQ)

× |TP |
|TP |+ 1

2 |FP |+ 1
2 |FN |︸ ︷︷ ︸

recognition quality (RQ)

(4)

Figure 11: Segment Anything results depending on the model size, gaussian noise.

4.2 Greedy IoU: A Metric for Cut-out Segmentation

The above metrics cannot be directly applied to cut-out segmentation due to a lack of labels. Therefore, we propose
a greedy search strategy to find the mask with the highest mIoU. Specifically, given the ground-truth mask, we seek
the mask that has the highest IoU in the predicted cut-out segmentation maps. If the model fails to predict a valid
mask, the resulting IoU is very low or zero. We then make an average over all the ground-truth masks to get a greedy
mIoU. The algorithm is summarized in Algorithm 1. To show the use case of our proposed greedy mIoU, we take the
generated output of SAM-ViT-H with clean samples as ground truth, and we compare and evaluate the performance
of SAM-ViT-L and SAM-ViT-B. Moreover, the robustness of SAM models against Gaussian noise is also evaluated
(see Figure 11). As we can see from Figure 11, SAM-ViT-L works comparably as SAM-ViT-L, while SAM-ViT-B
often fails to detect and segment the objects. Moreover, as the severity level of Gaussian noise increases Hendrycks and
Dietterich [2019], the performance of the SAM models also decreases, which is expected. A quantitative evaluation
with our proposed greedy mIoU metric is shown in Table 1.

11



Algorithm 1: Greedy IoU algorithim
Input: Ground Truth Masks MGT , Predicted Masks MP

Output:
for M i

GT in MGT , i = 1,2, ... K do
for M j

P in MP , j = 1,2, ... L do
iouij = IoU (M i

GT , M j
P )

end
ioui = max(ioui1, ioui2, ..., iouiL)

end
return mean(iou1, iou2, ..., iouK)

Method Clean G.N Level 1 G.N Level 2 G.N Level 3 G.N Level 4 G.N Level 5

SAM-ViT-B 0.6247 0.5442 0.5335 0.5197 0.5000 0.4868
SAM-ViT-L 0.9157 0.8575 0.8492 0.8410 0.8300 0.8156

Table 1: Quantitative evaluation results based on our proposed greedy mIoU metric. G.N denotes Gaussian Noise.

5 Conclusion

Based on the task of promptable segmentation, the segment anything model (SAM) is the first vision foundation model
that mimics the human eye to understand the world and its emergence has transformed the computer vision community.
Our work conducts the first yet comprehensive survey on SAM. We hope our survey helps readers interested in SAM
for performing their research.
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A Appendix

Table 2: List of X-anything projects on GitHub that exploits SAM’s segmentation potential.

Function Application and Key Idea

Inpainting Magic Copy Kevmo [2023]
Mate image interactively

Image Editing Anything Feizc [2023], Edit Anything Gasvn [2023]
Inpaint image with AIGC using point and text prompt

Open Vocabulary Segment Anything ngthanhtin [2023]
Inpaint image with AIGC using text prompt

Grounded Segment Anything Sun et al. [2023c]
Segment object at fine-grained part level

Labeling Semantic Segment Anything Chen et al. [2023e]
Label SAM’s mask through voting with semantic segmenter mask

Segment Anything with CLIP Park [2023]
Label SAM mask output by calculating its similarity with CLIP

AnyLabeling Vietanhdev [2023]
Annotate object interactively using YOLO and SAM

Prompt Segment Anything RockeyCoss [2023]
Label SAM’s mask

SAM Medical Imaging Amine [2023]
Segment medical imaging using DICOM files

SAM in Napari Karol [2023], Napari Segment Anything Okuma [2023]
Offline interactive medical image segmentation using Napari

Tracking Track Anything Yang et al. [2023c], SAM-Track Cheng et al. [2023b]
Track selected object in video frame with minimum annotation cost

3D-Scene 3D-Box via SAM Chen [2023]
3D object detection using VoxelNeXT
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Table 3: List of X-anything study in computer vision that exploits SAM’s segmentation potential.

Function Application and Key Idea

Inpainting Edit Everything Xie et al. [2023], Inpaint Anything Yu et al. [2023c]
Instruct editing target and style of AIGC using text prompt

Differential Diffusion Levin and Fried [2023]
Control editing magnitude through text instruction in AIGC loop

InternChat Liu et al. [2023b]
Integrate interactive text prompt with visual prompt for editing

Any-to-Any Style Transfer Liu et al. [2023d]
Transfer style between images with attention on the target part segmented by SAM

SPT Image Restoration Xiao et al. [2023], SAM-Guided Refinement Module Lu et al. [2023]
Tune image/video restoration by injecting SAM’s masks as prior

Restore Anything Jiang and Holz [2023]
Select restoration region by SAM’s mask

InpaintNeRF360 Wang et al. [2023g]
Inpaint 3D object segmented by SAM using text prompt

Anything-3D Shen et al. [2023]
Generate 3D object from single-view image segmented by SAM using text prompt

Segment Anything in 3D Cen et al. [2023b]
Generate 3D object from single-view image through cross-view rendering and self-prompting

3D Augmentation PerAct Lillrank et al. [2023]
Manipulate robotic vision using SAM’s mask to select target object

MatAny Yao et al. [2023]
Generate trimap for image matting from SAM’s mask

Fine-Grained Visual Prompting Yang et al. [2023b]
Separate foreground object from background for visual prompting task using SAM’s mask

InstructEdit Wang et al. [2023f]
Instruct inpainting task with Grounded-SAM prompted by text

FineRewards Fang et al. [2023]
Refine prompt for text-to-image diffusion model through caption matching

Labeling ChatGenImage Yu et al. [2023a]
Label AIGC generated image iteratively by combining LLM, LVM, and VLM

Segment Any RGBD Cen et al. [2023a]
Label SAM’s mask through voting with OVSeg-generated mask

Matcher Liu et al. [2023a], Personalized SAM Zhang et al. [2023d], SAM-3D Abdelreheem et al. [2023]
Transfer segmentation of same-class object using semantic feature matching keypoints as SAM prompt

Cross-Modality Noise Supervision Chen et al. [2023b]
Label 3D scene using image captioning foundation model and SAM

Bridge3D Chen and Li [2023]
Label 3D scene using image captioning foundation model and masked autoencoder

Caption Anything Wang et al. [2023c]
Selective captioning on a specific region in an image using SAM

Dense and Aligned Captions Doveh et al. [2023]
Evaluate the similarity between the word composition of the caption and image spatial composition

Tracking Track Anything Yang et al. [2023c], SAM-Track Cheng et al. [2023b]
Track selected object in video frame with minimum annotation cost

UVOSAM Zhang et al. [2023g]
Track the object in a video without supervision and use the predicted trajectory to build a segmentation

mask
PLAR Wang et al. [2023h]

Recognize action of target object segmented by SAM

3D-Scene SAM3D Zhang et al. [2023h], SAM3D Yang et al. [2023d]
Zero-shot 3D segmentation task that is includes the projection into 2D space

Promptable Object Pose Estimation Fan et al. [2023]
Estimate 3D object pose by rendering features from limited view images

3D Model-Base Pose Estimation Chen et al. [2023d]
Estimate 3D object pose by hierarchically matching features from multi-view images and 3D model
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