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Abstract
Marketers spend billions of dollars on advertise-
ments, but to what end? At purchase time, if cus-
tomers cannot recognize the brand for which they
saw an ad, the money spent on the ad is essen-
tially wasted. Despite its importance in marketing,
until now, there has been no study on the memo-
rability of ads in the ML literature. All previous
memorability studies have been conducted on short-
term recall on specific content types like object
and action videos. On the other hand, the adver-
tising industry only cares about long-term memo-
rability, and ads are almost always highly multi-
modal. Therefore, we release the first memorability
dataset, LAMDBA, consisting of 1749 participants
and 2205 ads covering 276 brands. Running statis-
tical tests over different participant subpopulations
and ad types, we find many interesting insights into
what makes an ad memorable, e.g., fast-moving
ads are more memorable than those with slower
scenes; people who use ad-blockers remember a
lower number of ads than those who don’t. Next,
we present a novel model, Henry, to predict the
memorability of a content which achieves state-of-
the-art performance across all prominent literature
memorability datasets. Henry shows strong gener-
alization performance with better results in 0-shot
on unseen datasets. Finally, with the intent of mem-
orable ad generation, we present a scalable method
to build a high-quality memorable ad generation
model by leveraging automatically annotated data.
Our approach, SEED (Self rEwarding mEmorabil-
ity Modeling), starts with a language model trained
on LAMBDA as seed data and progressively trains
the LLM to generate more memorable ads. We
show that the generated advertisements have 44%
higher memorability scores than the original ads.
Further, we release a large-scale ad dataset, Ultra-
LAMBDA, consisting of 5 million ads with their
automatically-assigned memorability scores.

1 Introduction

“The first lesson of branding: memorability. It is very
difficult buying something you can’t remember.” - Sir
John Hegarty, the creator of the iconic ads for Levi’s,
Nike, Microsoft, Tinder, and Coke.

The global advertising industry is $700 billion+
industry (Forbes, 2022). Three out of the ten largest
companies by market capitalization are advertising
companies with average revenues exceeding $250
billion. The World Wide Web is mostly funded by
advertising. Given that marketers are spending such
large sums of money on advertisements, it is imper-
ative to know if their brand would even be recalled
at the customer’s purchase time. This would help
the marketers optimize their costs, content, deliv-
ery, and audience, ultimately helping in boosting
sales. Most of the studies carried out in the machine
learning literature have been on short-term memora-
bility (memorability testing in less than 5 minutes)
on action videos like walking and dancing (Table 1).
On the other hand, customer purchase decisions are
rarely carried out within five minutes of watching
an ad. In fact, the marketing funnel model popular
in the marketing literature says that customers pass
through several stages of a funnel, like awareness
and consideration, before the actual sale (Lavidge
and Steiner, 1961). Further, in the ML literature,
there have been no memorability studies on adver-
tisements. Advertisements are highly multimodal;
they contain video, speech, music, text overlaid on
scenes, jingles, specific brand colors, etc. None of
these elements are found in previous studies like
VideoMem, Memento10k, LaMem, etc. (refer to
Table 1 for a detailed comparison).
What drives memory? Memory over content is de-
termined by two factors: human factors and the con-
tent itself (Bylinskii et al., 2015). Human factors rep-
resent the viewer’s thoughts, emotions, and actions,
while the content factors are words and raw pixels of
text, images, and videos. Foundational large-scale
studies on memorability (Isola et al., 2011; Khosla
et al., 2015; Cohendet et al., 2019) showed that there
is sufficient consistency between humans in what
they remember. Human-human memorability consis-
tency scores are in the range of 0.6-0.8. This means
that the memorability ranks of a content between two
groups of humans are more than 60% correlated.
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Table 1: Comparison of all the major (image and video) memorability datasets available in the literature along with LAMBDA (ours).
The datasets are compared on the following axes: number of samples, type of memorability (short-term (ST) and long-term (LT)),
memory retrieval process (recall or recognition), type of content (images/videos and their type), duration with which the sample was
shown on the participants’ screen, whether audio was present or not, human consistency achieved in the study, and the protocol
followed in the study to collect the data. Memento10k - Newman et al. (2020), VideoMem - Cohendet et al. (2019), LaMem -
Khosla et al. (2015), SUN - Isola et al. (2011), MemCat - Goetschalckx and Wagemans (2019), MediaEval - Kiziltepe et al. (2021)

Dataset #Samples Memory Type Memory
Retrieval
Process

Content Average
Screen
Duration

Audio
Present

Human
Consis-
tency

Memorability
Measure-
ment Proto-
col

Memento10k
10,000 ST (< 10 mins) Recognition Videos of single type of ac-

tion obtained from amateur
videos

3s Yes 0.73 Competition

VideoMem 10,000 ST (few mins),
LT (1-3 days)

Recognition Videos of a single type of
action obtained from profes-
sional (staged) footage

7s None 0.48 (ST),
0.19 (LT)

Competition

LaMem 60,000 ST (< 3.5 mins) Recognition General Images 0.6s None 0.68 Competition
SUN 2,222 ST (< 4.4 mins) Recognition General Images 1s None 0.75 Competition

MemCat 10,000 ST (< 3.5 mins) Recognition General Images 0.6s None 0.78 Competition
MediaEval 1500 ST (few mins)

and LT (< 3
days)

Recognition Short video clips collected
from Twitter and Flickr

6s None - Competition

LAMBDA
(Ours)

2,205 LT (1-3 days) Recognition
and Recall

Videos of multimodal adver-
tisements

33s Yes 0.61 Natural

These initial studies also tried to answer the ques-
tion of what makes a content memorable. They found
that low-level image features like colors, aesthetics,
number of objects, and such have very little cor-
relation with whether the image was remembered.
On the other hand, high-level features like object
and scene semantics have significant correlation with
memorability. For example, human images are more
memorable than object images. Further, these ini-
tial studies contributed to protocols for conducting
memorability studies. They proposed a competitive
memorability game, where they asked participants to
recognize as many images as they could remember.
The game ended for those participants whose scores
fell below certain success rate thresholds. However,
this protocol limits the scope of these studies to short-
term memorability (a few seconds to a few minutes),
and the competitive nature makes the study unnatural
and, thus, not applicable to real-world scenarios like
marketing where the customers are not competing
with each other to remember the brand.

What drives customer memory? Customer pur-
chase decision is a long process. Marketing theory
formulates this as a funnel where customers pass
through several stages like awareness, consideration,
and evaluation before the actual sale (Lavidge and
Steiner, 1961). Due to the purchase funnel being a
multi-stage lengthy process, long-term memorabil-
ity (LTM) is the closest proxy to model customer
memory (Norris, 2017; Waugh and Norman, 1965).
While the LTM store (as distinct from the STM store)
has been studied for over five decades in psychology
(Ebbinghaus, 1885; Atkinson and Shiffrin, 1968),
there have been no large-scale datasets that can help
us train a model for customer LTM.

To answer the question of what drives customer
memory, there have been efforts in marketing liter-

ature where researchers have conducted many field
experiments with the intent to prove certain hypothe-
ses. For instance, Li (2010) conducted a field ex-
periment on advertisements shown during the 2006
Super Bowl Games where they asked the audience
to recall the brands they saw in the game held (at
least) a day earlier. They found a strong primacy
effect, where viewers remembered brands more if
they occurred earlier when controlling for the com-
mercial length. Similarly, there have been studies to
determine the effect of syntactic complexity (Atalay
et al., 2023), emotional content (Putrevu et al., 2004;
Mai and Schoeller, 2009), repetition (Schmidt and
Eisend, 2015), spot length (Newstead and Romaniuk,
2010; Varan et al., 2020), the position of brand logo
and imagery (Newstead and Romaniuk, 2010), sound
presence (Bellman et al., 2021), and on customer fac-
tors like involvement and relevance (Newstead and
Romaniuk, 2010; Schmidt and Eisend, 2015).

While these studies have contributed much to-
wards understanding the factors that drive customer
memory, they are limited in their scope. These
field experiments evaluate the effect of a single con-
tent factor while controlling for others. Further,
these are conducted on a small number of adver-
tisements.Therefore, to model LTM over advertise-
ments, we conduct the first large-scale human study
on long-term advertisement memorability1. We call
it LAMBDA (Long-term Ad MemoraBility DAtaset).
Over two years, we conducted an LTM study involv-
ing 1749 participants across four sessions across two
institutes to collect LAMBDA. We collect memora-
bility scores over 2205 ads from 276 brands, cov-
ering 113 industries. On day 1, participants saw
ads, and after a lag time of at least one day, they

1We obtained the Institutional Review Board Approval to
conduct the study from our institute.
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answered questions testing their brand recall, ad re-
call and recognition, scene recall and recognition,
and audio recall (§2.2). Next, we average the brand
recall scores across participants and compute the av-
erage long-term ad memorability scores. Then, we
use these scores to train machine learning models to
predict long-term ad memorability.

How can we model customer memory? To
model customer memory, we design a novel architec-
ture, Henry2 (Fig. 2), incorporating world-knowledge
from large language models (Llama (Touvron et al.,
2023)), visual knowledge from vision encoder (EVA-
CLIP (Sun et al., 2023)) and specialized perception
modules covering visual and cognitive knowledge
about the ad. The world knowledge helps Henry
to understand the semantics of the ad, the brand
knowledge and consolidate them with the visual se-
mantics from the ad. The visual encoder helps the
model to “see” the ad. We convert the visual encoder
embeddings to language space using QFormer (Li
et al., 2023) and further augment them with special-
ized “verbalizations” involving visual scene descrip-
tors like visual caption, optical character recogni-
tion (OCR), automatic speech recognition (ASR),
and cognitive descriptors like emotion and scene
complexity scores, which help the model ground
the visual and cognitive knowledge in the LLM’s
world knowledge. We train the model on our LTM
data samples and obtain higher than human con-
sistency scores. Further, we train Henry on other
short and long term image and video memorability
datasets in the literature - LaMem, MemCat, SUN,
Memento10k, MediaEval, and obtain state-of-the-
art performance on all of them. We also show that
Henry performs well on unseen datasets in zero-shot
settings, performing better than models specifically
trained on those datasets.

How to generate memorable Ads? One of the
primary goals of modeling content memorability is
to generate more memorable content. The task of
generating more memorable ads is given the ad de-
scription containing the brand and campaign title to
generate the ad scenes and dialogues. However, there
is no data in the literature for this task. Therefore,
we turn to synthetic data generation and LLM-as-
a-judge paradigm (Khandelwal et al., 2024; Zheng
et al., 2023). We first collect a large-scale advertise-
ments dataset, collecting brand name, ad text, time,
ad content, and channel. Then, we use Henry as a

2We name the model Henry in honor of the immense contri-
butions by the patient Henry Molaison (H.M.) (Squire, 2009).
An experimental surgery conducted on him resulted in the dis-
covery of the distinct regions responsible for LTM and STM.

judge to simulate memorability on the collected ads.
We ultimately get a dataset of 5 million advertise-
ments with their automatic speech transcripts, OCR,
automatically detected objects, colors, aesthetics,
captions, emotions, logos, and memorability scores.
We call this dataset UltraLAMBDA. We then select
high memorability samples from UltraLAMBDA to
train Llama-13B to generate memorable ads. Fine-
tuning LLama for two iterations on this automatically
constructed dataset yields an improvement of 44% in
memorable ad generation.

Our main contributions are summarized as:

• We release the first large-scale dataset, LAMBDA,
on long-term advertisement memorability involv-
ing more than 1700 participants across four ses-
sions conducted in two institutes. We collect mem-
orability scores over 2205 ads from 276 brands
(157/276 brands are from SnP 500), covering 113
industries. Further, we introduce a new protocol to
measure customer memory of brands (§2.2).

• We design a novel model, Henry, which can model
both STM and LTM and can incorporate scene un-
derstanding, brand knowledge, and speech (§3).
Henry achieves state-of-the-art performance on
eight literature image and video memorability
datasets (§3.3). Further, we show that Henry per-
forms well on unseen datasets in zero-shot settings.

• We propose the task of memorable ad generation.
We release the first large scale ad dataset, Ultra-
LAMBDA, consisting of 5 million ads with their
automatically extracted content labels like ASR,
captions, OCR, emotions, and memorability scores
assigned by Henry. Using UltraLAMBDA, we first
show that large LLMs like GPT-3.5 and 4 are un-
able to generate memorable content. Then, we
train Henry to progressively generate more mem-
orable ads resulting an average improvement of
44% in memorability scores (§4). Through this,
for the first time in literature, we also show the use
of synthetic data on a task for which no data exists.

• We conduct an extensive set of experiments on
memorability prediction, showing the effects
of LTM on STM modeling and vice-versa, and
the effects of changing world-knowledge with
time, scene understanding, brand knowledge, and
speech on memorability modeling (§3.3).

2 LAMBDA Protocol, Study & Insights

We first give an overview of LAMBDA data collec-
tion process and the annotation protocol. We also
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Figure 1: Correlations between content factors (a-d), interaction factors (e-g), and customer behavior factors (h-j) with memorability
on LAMBDA samples. While emotion has a high correlation with memory, other content factors do not have much correlation.
Further, while there is little correlation between the order of videos seen and memorability; with time, participants’ memory of
the videos shows a forgetting trend. Video popularity, as measured by YouTube likes/views, shows a slight positive correlation
with memory. Average brand relevance has a strong positive correlation with memory, with top sectors being remembered as food,
entertainment, and tech.

present some interesting characteristics LAMBDA
exhibits about LTM.

2.1 Video Collection

In contrast to previous video memorability works
where videos were soundless and only of action
videos (Newman et al., 2020; Cohendet et al., 2019),
the videos in our dataset come from multimodal ads
released on YouTube channels of 276 major brands
covering 113 industries. We collect 2205 such ads
spanning over the years 2008-2023. The videos have
an average duration of 33 seconds. Out of all the
videos, 2175 have audio in them. The collected ad-
vertisement videos have a variety of characteristics,
including different scene velocities, human presence
and animations, visual and audio branding, a variety
of emotions, scene complexity, and audio types.

2.2 Annotation Protocol

At the outset, participants are given a preliminary
questionnaire aimed at establishing their brand-
related interactions and media consumption habits.
Participants are given a list of fifteen randomly cho-
sen brand options and are asked to choose those they
recall encountering advertisements for during the cur-
rent year. Subsequently, participants are presented
with another set of fifteen brands and are instructed to
identify those for which they have personally utilized
products within the same timeframe.

In addition, participants are asked about their uti-
lization of ad-blocking software and their Youtube
subscription. The questionnaire further captures par-
ticipants’ digital media habits, including the division
of their time spent on YouTube between mobile and
web platforms and their preferred channels for ac-

quiring information about new products and brands.
Following the initial questionnaire, participants

proceed to the core segment of the study, where they
are shown 11 advertisements in a sequential manner.
Notably, the eleventh advertisement is deliberately
repeated for half of the participants, while it is unique
for the other half. After the 11th video, participants
are asked if they recollect watching it in the span
of the study. 57% participants are able to recognize
the repeated video correctly. To ensure participant
engagement and attentiveness throughout the study,
attention-check questions are placed between every
two or three advertisements. These questions are
simple common sense questions like “How many
legs does a cow have?”. If the participant fails to
answer the question within 10 secs, they are made to
rewatch the previous ad.

Next, we test their memorability over the next 1-3
days. We assess two things: brand recognition and ad
recall. For the former, we present participants with
a list of 20 options, tasking them with identifying
brands they remember encountered during the pre-
vious session. For the latter, participants are asked
to describe what they remember about the ads of the
recognized brands3. 971 participants took the memo-
rability test in a take-home setting, and the other 778
took the test together in an auditorium.

2.3 What makes an Ad memorable?
Among the many reasons why an ad might be mem-
orable, we investigate the following factors: brand
factors (viz., brand popularity, industry), content
factors (viz., video emotion, scene velocity, length,

3The complete questionnaire for participant one is given in
Appendix:§10.1.
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<video>

</video>
They watch a 30 second

advertisement for
Adidas. The title of the

advertisement is
"I’mpossible | Impossible is
Nothing | adidas". The ad is

shot in landscape
orientation, at medium

pace.

The video has the following
scenes:

Scene 1: blip caption,
colors, ASR, OCR, objects,

photography style,
clutter, emotion

Scene 2:..

❄️

QFormer

Linear
🔥

Queries QFormer

Linear

K/V

Visual
EmbeddingsVisual Module

 Visual
  Encoder

   GMHRA
❄️

🔥 ❄️

QFormer

Linear
🔥

Queries
EVA-CLIP

Visual Encoder

   GMHRA

QFormer

Linear

Henry

Finetuned
Llama13B

Visual Stimulus

Emotion Detector
Photo StyleClutter

Audio Type
Color Detector

Logo Presence
Human Presence

Cognitive Verbalization Module

Aesthetics

Question: What is the long term
memorability score of the video

Response:71

 Response: "A lady walking on
the street in Adidas jacket"

Question: What would the viewer
remember about the video?

Figure 2: Predicting memorability by encoding visual information (via visual encoder EVA-CLIP), cognitive concepts (via
verbalization module), and world knowledge (through fine-tuned Llama). We instruction fine-tune the combined model end to end to
predict user memorability. Snowflake and fire symbols denote the frozen and unfrozen parts of the architecture.

speech to silence ratio), customer-content interac-
tion factors (viz., time of seeing the video, order in
which the video was seen, time difference between
watching the video and recalling the brand), and cus-
tomer behavior factors (viz., average relevance of
the brand and video popularity).

Content Factors: Previous studies like (Isola
et al., 2011; Newman et al., 2020) have investigated
the effect of pixel statistics like color and hue, satu-
ration, and value, scene semantics like the number
of objects, the area occupied by objects on memora-
bility. In general, low-level semantic features have
no correlation with memorability, but higher-level
features like the type of scenery has some correla-
tion. For instance, Newman et al. (2020) found that
videos with people, faces, hands, man-made spaces,
and moving objects are, in general, more memorable
than those with outdoor landscapes or dark and clut-
tered content. Since only our dataset has videos with
cognitive features like emotions and are also non-
silent, we extend the previous analysis to find the
effect of speech and emotion on memory. Fig. 1a
shows the effect of speech. We observe that percent-
age of speech in a video has very little correlation
with memory. On the other hand, emotions primarily
depicted through speech in ads can explain memora-
bility. We see in Fig. 1b that negative emotions are
more memorable than positive emotions. Further, we
find that video length has little effect on memorabil-
ity (Fig. 1c), but scene velocity has a slightly positive
correlation with memory (Fig. 1d).

Interaction Factors: Memorability may also de-
pend on the time of the day the ad was seen. However,
we find that the time of day of watching has almost
no effect on the memorability of the ad (Fig. 1e).
Further, it may be expected that memorability de-
cays as time passes. Comparing the forgetting curve
for ads (Fig. 1f) with action videos (Cohendet et al.,
2019), we see that ad videos have a similar forgetting
curve as action videos but a different forgetting coef-
ficient. Next, we investigate the effect of the order in
which the video was watched with its memorability

(Fig. 1g). We see that order of videos seen has little
impact on video memorability, with a slight bias in
favor of the initial and last ads.

Customer Behavior Factors: It might be possible
that the videos which are liked more are remembered
more. To investigate this, we test the correlation of
popularity as measured by the ratio of Youtube video
likes to views with memorability. We see that there
is a positive correlation between video popularity
and memorability (Fig. 1h). Further, in the study, we
asked the participants to select the brands they have
personally used from a set of 15 randomly chosen
brands and similarly choose brands they have seen
ads for. In order to prevent any systematic bias, the
brands asked in this question are independent of the
brands shown the next day. We plot thus collected
brand relevance values with brand recall in Fig. 1i.
We see that average brand relevance is strongly corre-
lated with average recall (coeff= 0.53), where enter-
tainment, corporate, and food and beverage sectors,
which are quite popular brands in a student popula-
tion are the most remembered, while the others are
less remembered (Fig. 1j).

3 Predicting Ad Memorability

In this section, we focus on predicting memorability
- both long-term and short-term for both videos and
images. We pose memorability prediction as a prob-
lem which needs (a) visual knowledge to identify and
understand visual concepts across images and videos
like shapes, colors, objects, and scenes, (b) cognitive
knowledge relevant to marketing, for example, ad
emotions, scene complexity, scene aesthetics, and
(c) world knowledge to relate the captured visual and
marketing concepts to real-world concepts capturing
their function, use, and interaction patterns. For in-
stance, when Airbnb4 shows an adult female and a
male with the text, “Our guest room is paying for
our wedding”; it denotes a couple saying that renting
out their space on Airbnb helps them sponsor their
wedding (Kumar et al., 2023). World knowledge cap-

4see Appendix Fig. 10) for the ad
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Models Image Datasets Video Datasets
Lamem Memcat SUN Merged Memento10k VideoMem MediaEval LAMBDA

Human Consistency 0.68 0.78 0.75 - 0.73 0.61 - 0.55
10-shot GPT-3.5 0.29 0.18 0.15 - 0.07 0.06 0.06 0.06
Regression using ViT feats (ViT-
Mem)

0.71 0.65 0.63 0.77 0.56 0.51 - 0.08

Current Literature SOTA 0.71 0.65 0.68 0.77 0.67 0.56 0.46 -

Henry trained on individual
datasets

0.74 0.82 0.73 - 0.75 0.64 0.50 0.55

Henry trained on all (combined)
datasets

0.72 0.79 0.76 0.79 0.72 0.60 0.48 0.52

Table 2: Results of Henry (our model) on eight datasets compared with the current best models reported in the literature and GPT-3.5.
Human consistency values are also listed in the top row for reference. It can be observed that our model achieves state-of-the-art
performance across all datasets. Best models are denoted in green and runner-ups in blue . References for the seven literature
SOTA models in the format {dataset: SOTA model citation} are: LaMem: Hagen and Espeseth (2023), MemCat: Hagen and
Espeseth (2023), SUN: Fajtl et al. (2018), Merged Image datasets: Hagen and Espeseth (2023), Memento10k: Dumont et al. (2023),
VideoMem: Dumont et al. (2023), MediaEval: Lu and Wu (2021)

tured in LLMs, together with the visual knowledge
of ViT and marketing knowledge through special-
ized cognitive models, helps to (i) identify the two
adults as a couple, (ii) AirBnb as a housing company,
(iii) recognize the warm emotional tone of the text,
and make sense of all three concepts together. Fig. 2
shows the proposed architecture of Henry.

3.1 Encoding Multimodal Content

The primary goal of this step is to effectively leverage
the “world-knowledge” capabilities of the pre-trained
LLM. We choose Llama (Touvron et al., 2023) as our
base LLM. We employ two techniques to convert vi-
sual data into language: encoding visual frames into
the LLM space and verbalizing cognitive concepts
into language space. We detail the two steps next.

Sampling Frames: We detect scene changes by
analyzing changes in HSV intensity and edges in the
scene, with a 0.3 threshold. We choose the threshold
value from the 30-degree rule inspired by the con-
cept of jump-cut avoidance in cinematography (Arev
et al., 2014; Friedman and Feldman, 2004). The 30-
degree rule can be formulated as follows: after a “cut”
(camera stops and re-starts shooting), the camera an-
gle must change by at least 30 degrees. For dominant
frame selection common blur/sharpness heuristics
fail in presence of text in image. So we extract the
frame with the least changes using Xu et al. (2022).

Encoding Into Language Embedding Space: To
give visual knowledge to Henry, we use EVA-CLIP
visual embedder (Sun et al., 2023). We find that
Global Multi-Head Relation Aggregator (GMHRA)
(Li et al., 2022) helps aggregate the ViT’s informa-
tion better across the time dimension. Next, to effec-
tively leverage the LLM’s rich language representa-
tions, we use Q-Former (Li et al., 2023) with an extra
linear layer and additional query tokens to convert
from visual tokens to language tokens.

Verbalizing Cognitive, Experimental, Visual
Concepts While visual content encodings are a good
representation of the visual characteristics of the im-

age, we find that they are still unable to capture rich
cognitive and semantic information present in im-
ages. Therefore, to augment the cognitive under-
standing of the LLM, we verbalize the frame seman-
tic information using the set of features that came
out important in our memorability analysis (Fig. 1).
The cognitive and visual features are given in Table 4
and Listing 14. We find that our cognitive verbal-
ization helps ground the visual perception of LLM
in the marketing concepts of the image, helping in
downstream prediction performance (Table 6).

3.2 Two-Stage Training
We do two-stage training where in the first stage, we
utilize the Webvid (Bain et al., 2021), COCO caption
(Chen et al., 2015), Visual Genome (Krishna et al.,
2017), CC3M (Sharma et al., 2018), and CC12M
(Changpinyo et al., 2021) datasets to align the visual
encoder embeddings with LLM via a large-scale pre-
training approach. In the second stage, we train the
model with high-quality memorability instructions
prepared by following the approach described in the
last paragraphs. Henry takes the concatenated in-
puts, representing the contextual information, and is
trained to predict the memorability score of the given
image or video within the range of 00 to 99 (see
Listing 14). During training, the LLM predicts from
the complete vocabulary, while during inference, we
use the softmax function over numeric tokens only
to obtain a number.

3.3 Results and Discussion
We conduct extensive experiments on all literature
datasets, covering both videos and images, STM
and LTM. We compare Henry5 with the current
state-of-the-art models in the literature across eight
datasets, including 10-shot GPT-3.5 (text-davinci-
003) (Ouyang et al., 2022) where we provide GPT

5Computing infrastructure used to conduct the experiments
along with hyperparameters are given in Appendix:§12.1. All
experiments are conducted with three random seeds and averages
are reported.
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UltraLAMBDA Dataset

UltraLAMBDA
Title: Husky Folding bench
 Garage Storage Ideas
Length .. ASR: .. Caption: ..
Colors:  Photography style:
Emotions: .. Tags ..

Title: Ulta Beauty Lipstick
Shades
Length .. ASR: .. Caption: ..
Colors:  Photography style:
Emotions: .. Tags ..

0.7

Henry-Oracle
0.2

0.7

UltraLAMBDA
Title: Husky Folding bench
 Garage Storage Ideas
Length .. ASR: .. Caption: ..
Colors:  Photography style:
Emotions: .. Tags ..

Title: Ulta Beauty Lipstick
Shades
Length .. ASR: .. Caption: ..
Colors:  Photography style:
Emotions: .. Tags .. Marketing-Like and

High Memorability (HM)
 Samples

LAMBDA
Title: Husky Folding bench
 Garage Storage Ideas
Length .. ASR: .. Caption: ..
Colors:  Photography style:
Emotions: .. Tags ..

Step-1: Self-Instruction Creation:
leading to creation of UltraLambda

Question: What is the
long term memorability
score for this video?

5 Million
High Quality

Curated
Ads 

Step-2 Self-Curation:
Select High-Memorable samples

Step-3: Instruction Finetuning to teach
to generate high-memorable ads

Title: Husky Folding
Workbench | Garage
Storage Ideas Length: 58
secs ASR: The top garage ...
Following are the
descriptions of each
scene:
Scene 1:  Caption: shows
a bench..
Colors:
Green,. Photography
style: commercial
Emotions:
attractive Tags: table, floor

Question: Generate a
memorable ad verbalization  
Brand.. Title ... Description

Question: What is the long
term memorability score for

this video?

Content Simulation

Behavior Simulation

Henry-SEED

The memorability of
the video would be

0.85

Figure 3: Overview of our SEED method for memorable ad generation. Our self-alignment consists of three steps: (i) Self-instruction
creation: We first collect 5 million high-quality ads from YouTube, Facebook, and other mediums. Henry-Oracle (trained on the
complete train+test sets of LAMBDA) is then used to rate this curated set in an LLM-as-a-Judge fashion. (ii) Self-curation: We
select marketing-like and high-memorability samples from the UltraLAMBDA and LAMBDA datasets. (iii) Instruction fine-tuning:
Henry-SEED is trained on the self-curated set using two tasks: Behavior Simulation and Content Simulation.

with the same verbalization (for 10 examples), as we
provided to Henry, as well as with prior regression
based methods using features extracted from ViT L-
14 (Hagen and Espeseth, 2023). Results are shown in
Table 2, which demonstrate that Henry outperforms
all the seven models in the literature across all the
seven datasets.

We also conduct extensive ablations to understand
the effect of different kinds of data and architectural
choices. Tables 2 and Table 5 (in the appendix) show
the data ablations. We see that combining datasets ac-
tually worsens the performance across all the datasets
except the SUN dataset. Further, we find that in zero-
shot settings, STM helps in predicting LTM relatively
much better than vice versa. This corroborates with
the studies in psychology which show that for a con-
tent to get committed to LTM, it has to pass through
STM (Norris, 2017). Therefore, content memorable,
according to STM, has an effect on LTM but, inter-
estingly, not vice versa. Further, we observe that
Henry loses performance for unseen brands. This un-
derscores the importance of scaling the study across
more brands. Next, we evaluate the impact of various
architectural choices (Table 6). We find that Henry’s
vision branch is not strong enough by itself to pro-
duce good results. Cognitive features that were found
important in our study also improve prediction per-
formance. Low-level features like objects and colors
have the maximum impact on STM, but higher-level
features like emotion, ASR, and aesthetics have a
higher impact on LTM.

4 Generating Memorable Ads

We further propose a new task of memorable ad gen-
eration. Given the input as brand name, a brief cam-
paign description, and the required ad duration, the
task is to generate a memorable ad consisting of
scene descriptions, characters, and dialogues. Most
of the work in memorability has been about how
much a content is memorable; there is little work
to generate memorable content (Danescu-Niculescu-

Mizil et al., 2012; Khosla et al., 2013; Siarohin et al.,
2017; Goetschalckx et al., 2019), and most of it is
in generating natural images, and not multimodal ad-
vertising videos. However, there does not exist any
large enough dataset that can be leveraged to learn
to generate memorable ads. Therefore, we propose
our Self rEwarding mEmorability moDeling (SEED)
method to learn to generate memorable ads.

SEED method (Fig. 3): Step-1 Self-Instruction
creation: We first collect a dataset consisting of 5
million ads sourcing the dataset from social media
channels, including Facebook, Twitter, Snapchat, and
YouTube. We collect the brand name, ad title, ad
links, posted caption, date, and raw ad bytes (video
and images). We then automatically label the col-
lected ads with the cognitive features important for
modeling memorability (Table 4). Next, following
LLM-as-a-judge (Zheng et al., 2023) and other re-
lated works that use synthetic labels from expert
LLMs (Zhou et al., 2023; Li et al., 2024; Khandel-
wal et al., 2024), using Henry-Oracle6, we automati-
cally label the collected ad content for memorability
scores. We call this dataset UltraLAMBDA.

Step-2 Self-Curation: Since the ads are crawled
from publicly available ads, using few shot Mistral-
7B (Jiang et al., 2023), we further filter the ads
such that they are primarily marketing in nature,
with proper language, semantics, and product rel-
evance (Listing 16). Following this, we select high-
memorable ads with a memorability score of > 65.
Step-3 Instruction Finetuning: Next, we teach Henry
(as trained in §3) two skills simultaneously: behav-
ior simulation (given ad, predict memorability; List-
ing 14) and content simulation (given brand name,
ad-title and required duration, generate ad scenes and
dialogues; Listing 15). We call the model trained via
the SEED procedure as Henry-SEED (Fig. 3).

Evaluation: We evaluate the generated ads on
three metrics: memorability as judged by Henry-
Oracle,

6Henry trained on the complete (test+train sets) LAMBDA.
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Model # Params Training Dataset High Quality
Mem Samples ∆ Memorability Ad-Quality

Low Med High Avg
GPT-4

Consistency
GPT-4

Preference
Human-

Preference
GPT-4 5-shot >175B ICL LAMBDAHigh 5 +48 +18 -13 +17.6 7.73 91.3% 41.8%
GPT-3.5 5-shot 175B ICL LAMBDAHigh 5 +35 +5 -31 +3 7.17 84.2% -
GPT-3.5 3-shot 175B ICL LAMBDAHigh 3 +34 +6 -32 +2.6 6.98 83.1% -
Henry-SEED 13B SEED UltraLAMBDA + LAMBDAHigh 820k +89 +31 +12 +44 7.44 85.6% 60.48%

Henry-SEED 13B SEED UltraLAMBDA 800k +41 +18 +1 +20 7.34 74.7% -
Henry-SEED 13B SEED LAMBDAHigh 650 +78 +13 +1 +30.6 5.03 63.9% -
Henry-SEED 13B SEED UltraLAMBDA 50k +12 +9 -6 +5 6.01 66.1% -
Henry-SEED 13B SEED UltraLAMBDA (w/o high-mem filtering) 2M +19 +5 -45 -7 6.73 71.1% -

Table 3: Ad Generation: Results of Henry-SEED compared with in-context-learning (ICL) GPT-3.5, 4 on Ad-Memorability and
Ad generation quality. See §4 for details of the metrics computed. We see that Henry-SEED generated ads are more memorable
than ads generated using 15x larger GPT-3.5 and GPT-4. We test ad quality using GPT-4 as judge and then test the top-two models
using human annotators. GPT-4 as a judge rates GPT-4 and Henry-SEED as the top two models. Subsequently, humans preferred
Henry-SEED ads more than the original ads 3/5 times while GPT-4 generated ads are preferred 2/5 times. Further, we note that an
increase in the amount of training data for Henry-SEED increases its performance across all metrics. Figs. 4-6 and Listings 1-10
contain some qualitative samples generated using Henry-SEED.

ad quality as judged by GPT-4, and ad quality
as judged by humans7. First, the brand names and
titles are sourced from the test split of the LAMBDA
dataset, and then models like GPT-4 and Henry-
SEED are asked to generate ads given the brand and
title. We evaluate the generated story’s memorability
score using Henry-Oracle. The expectation is that the
memorability of the story generated by the story gen-
eration model should not be significantly worse than
the original memorability score for high-memorable
samples (score>65) but should be better than the
scores for low (score<44) and medium memorabil-
ity samples. Using GPT-4 as judge, we test two
ad-quality metrics: consistency and preference. Con-
sistency measures how consistent is the generated
story with itself (for instance, subsequent dialogues
with each other) and the consistency of story with
the given title and brand information (Listing 12).
Preference measures how many times GPT-4 prefers
the generated story compared to the original story
(Listing 11). In human-evaluation, we ask human
annotators to choose between the generated and the
original ad stories without telling them which one is
generated or real (§9.1). We conduct the human eval-
uation using 20 non-expert annotators and 3 experts.
The expectation is that ad quality for synthetic ads
should be similar to the original ads.

Results: Table 3 shows results of Henry-SEED
compared with in-context-learning based GPT-3.5
and GPT-4, and various ablations of the SEED
approach. It can be noted that Henry-SEED per-
forms much better in improving memorability scores
across all three bins (Low, Medium, and High).
The closest model is Henry-SEED trained only on
LAMBDAHigh. It is noteworthy that while 15x
larger models, GPT-4 and GPT-3.5 increase the mem-
orability on Low rated memorability ads, but they
decrease the memorability on High rated ads. Com-

7It is noteworthy that humans can’t judge the memorability of
a content (Isola et al., 2013); therefore, we ask them to evaluate
only the ad quality.

paring the ad quality, we see that while GPT-4 prefers
its own generated ads 91.3% times, Henry-SEED is
a close second with 85.6% preference scores. We
test the ads generated by top two models using hu-
man annotators asking them to choose between the
original and the generated ad based on ad quality.
Henry-SEED’s ads are preferred 60% times over the
original ads, 20% more than GPT-4’s ads. Figs. 4-
6 and Listings 1-10 show some randomly sampled
ads generated by Henry-SEED and Sec. 9.2 contains
some expert comments over the generated ads. We
also run some ablation studies to find the impact of
the amount of data (Fig. 7), and the impact of behav-
ior simulation and content simulation tasks (Table 7)
on ad quality and memorability. We find that perfor-
mance increases as the amount of data increases.

5 Conclusion

In this work, we presented the first large-scale ad
memorability study and dataset, LAMBDA, measur-
ing long-term memorability. Despite the importance
that advertising plays in day-to-day, no large-scale
works have tried to model long-term memorability on
this multimodal content type. We then presented our
model, Henry, which incorporates world and cogni-
tive knowledge to understand the semantics of the ad
content, brand, and experimental protocol, ultimately
consolidating them together to predict memorabil-
ity. Henry, when tested on eight datasets across the
literature, spanning both short-term and long-term
memorability, gets state-of-the-art performance on
all of them. Next, we propose the task of generating
memorable ads and release a large scale dataset Ultra-
LAMBDA, consisting of 5 million ads for this task.
We propose a new method based on self-rewarding
language model to generate more memorable ads,
which we call, SEED. Finetuning Henry using SEED
results in an improvement of over 44% in content
memorability.
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6 Limitations and Potential Risks

In this paper, we try to fill a gap in the existing lit-
erature about long-term memorability modeling and
datasets. Therefore, we conduct the first study for
that purpose. While doing that, we have made initial
efforts starting with the English language advertise-
ments. Future work would be needed to address
other languages. Further, given the limitations of
the study, we conducted it in an academic environ-
ment with a student population consisting of under-
graduate and graduate student volunteers. We will
expand the scope to a wider audience in the future
work. We trained a model, Henry, on the collected
dataset, showing good performance on all literature
datasets. However, since the literature datasets are
all English-based and deal with a majorly uniform
population, the training will be scaled to more lan-
guages and population types in future work. We also
observed a decrease in performance for brands not
seen during the training and for videos with longer
verbalizations exceeding 1500 tokens. Additionally,
the model exhibits a slight inaccuracy when adver-
tisements have significant musical content. In our
opinion, the model does not pose any potential risk
or harm besides the limitations mentioned here. We
also conduct a review of the generated ads through
experts and non-expert annotators. Both experts and
non-expert annotators preferred Henry-SEED gener-
ated ads 3/5 times.
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Appendix

Image Semantic Cat-
egory

Verbalization Semantic
Category

Verbalization

OCR The text shown in the scene is “Adidas”. Clutter The clutter in the scene is low.
ASR The audio in the scene is “To take hold of

the world’s spotlight overnight”.
Photo Style The photography style of the scene is com-

mercial photography.
Human Pres-
ence

The scene has 1 person with prominent face. Emotion The emotion of the scene is ambitious, de-
termined.

Caption The scene shows a young woman sitting in
a glass door looking out.

Aesthetics The image has medium aesthetic value.

Colors The foreground colors of the scene are Black,
Dark Brown, Dark Blue, Dark Gray, Mud
Green and the background colors are Dark
Blue, Black, Dark Brown. The dominant
tone of the scene is neutral.

Object
Tags

This scene is categorized by the tags: person,
woman, blazer, facing, template, fashion,
street fashion, cold, client, cardigan, sweat.

Audio Type The scene has music and speech. Logo Pres-
ence

There is a logo in the scene.

Table 4: To augment the scene understanding of LLM, we verbalize video scenes and images using a diverse set of cognitive and
perception tools and pass it to the LLM in the format shown in the table. For image memorability datasets, we use the following
semantic categories: caption, color, photo style, emotion, clutter, human presence, object tags, OCR, and aesthetics. For video
scene memorability datasets, we use the following semantic categories: caption, color, emotion, human presence, object tags, ASR,
OCR, Audio-type, Logo-presence. We use the following models to extract the features: OCR (Du et al., 2020), clutter (Khurana
et al., 2023), ASR (Radford et al., 2022), Photo style (Li et al., 2023), human presence (Liu et al., 2023), emotion (Singh et al.,
2023), caption (Li et al., 2023), aesthetics (Ke et al., 2023), colors (Qin et al., 2020), object tags (Zhang et al., 2023), audio-type
(Giannakopoulos, 2015), and logo presence (Zhang et al., 2023). Black colored text is the verbalization template, and red text
indicates the model outputs.

7 Ablation Experiments For Henry

Generalization Type Train on Zero-shot Testing Lamem Memcat SUN VideoMem Memento10k LAMBDA
Memory-type Short-term Long-term - - - 0.31 - 0.18
Memory-type Long-term Short-term 0.06 0.08 0.07 0.15 0.1 -
Modality Videos Images 0.55 0.65 0.55 - - -
Modality Images Videos - - - 0.44 0.54 0.09
Brands All except 20 brands Left-out 20 brands - - - - - 0.42
Dataset All except Memento Memento - - - - 0.59 -
Dataset All except Memcat Memcat - 0.68 - - - -

Table 5: Ablation across data to understand how memorability prediction generalizes across the type of memory, datasets, modality
(image/video), and brands. The reported values are correlations between model and human memorability scores. A few trends can
be observed from the table: (i) STM generalizes better on LTM in zero-shot than vice versa (rows 1 and 2), (ii) Henry trained on
either videos or images generalizes to both (rows 3 and 4), (iii) There is a significant performance loss in modeling memorability for
brands not seen during training (row 5), (iv) Zero-shot generalization to Memento (video) and Memcat (image) is near to the current
trained state of the art literature models on Memento (Dumont et al., 2023) and Memcat (Hagen and Espeseth, 2023) (rows 6 and 7).

Lamem Memcat VideoMem(ST) Memento10k VideoMem(LT) LAMBDA
Henry on individual datasets 0.74 0.82 0.64 0.75 0.48 0.55
Henry vision only 0.20 0.17 0.17 0.21 0.15 0.11
Henry language only 0.51 0.53 0.42 0.54 0.37 0.44
Henry -object tags 0.67 0.71 0.57 0.69 0.46 0.52
Henry -colors 0.65 0.74 0.55 0.67 0.45 0.51
Henry -emotion 0.71 0.78 0.61 0.73 0.42 0.46
Henry -aesthetics 0.72 0.79 0.61 0.71 0.46 0.53
Henry -clutter 0.73 0.81 0.60 0.74 0.45 0.53
Henry -asr - - - - - 0.46
Henry -asr-emotion - - - - - 0.42

Table 6: Ablation across architectural choices. “-” denotes non-speech dataset. A few trends are visible from the table: (i) Despite
having a vision branch, object tags and colors have a net positive impact on the overall performance (rows 2,3,4), (ii) For LTM,
dropping cognitive features such as emotion, aesthetics, and clutter cause a larger performance drop than dropping visual features
such as objects and colors. The trend is opposite for STM. This shows that visual features which are considered cognitvely lower
level are more important for STM and higher level features are more important for LTM.
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8 Ads Generated using Henry-SEED

Below are some qualitative examples of Ad gener-
ations from Henry. We provide visualizations for
easier understanding, along with the raw generations
(Listings 1-10). For the visualizations, we do the
following:

1. Prompt Adobe Firefly (Adobe, 2024) with the
exact scene descriptions provided by Henry

2. Add OCR from the generated verbalization on
top of the generated images manually.

3. We segment the voice-over for each scene man-
ually, since the current methodology provides
the voice-over and scene description separately.

Note: We do not make any changes to Henry’s gen-
eration for the voice-over or the scene descriptions
before passing it to firefly.
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"What's up? Need help with
physics?" "I'm here to help. I'm Brainly."

"I'm here to help you keep
learning. Try it out"

"I'll find the information and show
you the steps."

"When you have questions, just ask"

"So you can learn from the process and
feel good about learning"

Figure 4: Henry-SEED Prompt: Generate the detailed description of a 30-second memorable advertisement titled "Brainly Keep
Learning 30sec Final 16x9" for the brand Brainly. Link to the original ad: https://www.youtube.com/watch?v=kytRXyWXivU
Original Memorability score: 85. Memorability score of Generated Ad: 99.
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"The New York Times is shining a light on women's
rights. For 150 years, The Times has held those in

power accountable."

"From the fight for pay equality to the battle against
harassment"

"The Times is telling the stories of women around the
world. Join us in supporting our women."

"Subscribe to The New York Times.
The truth has a voice."

Figure 5: Henry-SEED Prompt: Generate the detailed description of a 50 second memorable advertisement titled "Shining a Light
on Women’s Rights | The Truth Has a Voice | The New York Times" for the brand The New York Times Link to the original ad:
https://www.youtube.com/watch?v=bPblzhUzTeg Original memorability score: 65. Memorability score of Generated Ad: 91.
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"Maytag has taken the laundry room by
storm with their overnight wash and dry."

"Never fight over the laundry room again. 
Get a Maytag and enjoy the luxury of time."

"Maytag has taken the laundry room by
storm with their overnight wash and dry."

"Maytag, Enjoy the luxury of time"

"All without leaving the house. It's like having your own personal laundry assistant."

Figure 6: Henry-SEED Prompt: Generate the detailed description of a 18 second memorable advertisement titled "Maytag
Overnight Wash and Dry" for the brand Costco. Link to the original ad: https://www.youtube.com/watch?v=uT72lJhUUS0
Original memorability score: 76. Memorability score of the generated Ad: 83
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Given below are some examples of advertisements
generated by Henry-SEED. Both input and output
are given in the Listings 1-10.

Listing 1: Advertisement generated by Henry-SEED for
the Costco Ad. Original Ad: https://www.youtube.
com/watch?v=uT72lJhUUS0

I n p u t T i t l e : " Maytag O v e r n i g h t Wash and Dry " f o r t h e b rand
Cos tco

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
medium pace .

Scene 1 : The s c e n e shows a p e r s o n s t a n d i n g i n f r o n t o f a
washer and d r y e r

Emot ions : c o m f o r t i n g , c o m f o r t a b l e
Tags : a p p l i a n c e , l a u n d r y , l a u n d r y room , man
Voiceove r : " Maytag has t a k e n t h e l a u n d r y room by s to rm wi th

t h e i r o v e r n i g h t wash and dry . "
C o l o r s : Gray , Off_White , S i l v e r , White , Black , Dark_Gray

Scene 2 : The s c e n e shows a p e r s o n l y i n g on a bed p r e s s i n g a
b u t t o n on a c e l l phone

Emot ions : g i f t , b i r t h d a y , h o l i d a y
Tags : b u t t o n , c a t c h , smar tphone , hand
Voiceove r : " Imagine go ing t o bed wi th d i r t y c l o t h e s and waking

up t o a f r e s h , c l e a n l o a d . A l l w i t h o u t l e a v i n g t h e house
. I t ' s l i k e hav in g your own p e r s o n a l l a u n d r y a s s i s t a n t . "

C o l o r s : Gray , S i l v e r , Black , Dark_Gray , Dark_Brown

Scene 3 : The s c e n e shows a man and woman embrac ing w h i l e a
washer and d r y e r a r e i n t h e background

Emot ions : love , h a p p i n e s s , t o g e t h e r n e s s
Tags : coup le , hug , l a u n d r y , l a u n d r y room
Voiceove r : " Never f i g h t ove r t h e l a u n d r y room a g a i n . "
C o l o r s : Gray , Off_White , S i l v e r , White , Black , Dark_Gray

Scene 4 : The s c e n e shows a logo of Maytag
Emot ions : t r u s t , c o n f i d e n c e
Tags : logo , Maytag
Voiceove r : " Get a Maytag and e n j o y t h e l u x u r y o f t ime . "
C o l o r s : Off_White , S i l v e r , White , Black , Dark_Gray , Gray
"

Listing 2: Advertisement generated by Henry-SEED for
the Pruduential Financial Ad. Original Ad: https://www.
youtube.com/watch?v=JPfi0P-0nwU

I n p u t T i t l e : " F i n a n c i a l P r o f e s s i o n a l T ip s : P l a n n i n g f o r Your
Own Care " f o r t h e b rand P r u d e n t i a l F i n a n c i a l

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
low pace .

Scene 1 : The s c e n e shows a woman l o o k i n g t h o u g h t f u l l y a t a
l a p t o p on h e r desk

Emot ions : c o n c e r n and c o n t e m p l a t i o n
Tags : computer , l a p t o p , o f f i c e , woman
C o l o r s : Gray , Dark_Blue

Scene 2 : The s c e n e shows t h e same woman now wi th a s l i g h t
frown as she examines p a p e r s t h a t a p p e a r t o be m e d i c a l
b i l l s

Emot ions : worry and r e a l i z a t i o n
Tags : b i l l s , h e a l t h c a r e , paperwork , desk
Voiceove r : " Long−Term Care i s one o f t h e most i m p o r t a n t i s s u e s

i n f i n a n c i a l p l a n n i n g , b u t i t ' s n o t a lways easy t o t a l k
a b o u t . "

C o l o r s : Gray , Dark_Blue

Scene 3 : The s c e n e shows t h e woman e n g a g i n g i n a c o n v e r s a t i o n
wi th a f i n a n c i a l p r o f e s s i o n a l

Emot ions : engagement and i n t e r e s t
Tags : c o n s u l t a t i o n , f i n a n c i a l a d v i s o r , d i s c u s s i o n , o f f i c e
Vo iceove r : "As a F i n a n c i a l P r o f e s s i o n a l , I can h e l p you

e v a l u a t e your o p t i o n s and d e t e r m i n e how much you may need
t o s e t a s i d e each month . "

C o l o r s : Ol ive , Gray

Scene 4 : The s c e n e shows t h e woman i n deep t h o u g h t , l o o k i n g
o u t o f a window w h i l e h o l d i n g a pen and notepad ,
s u g g e s t i n g p l a n n i n g and r e f l e c t i o n

Emot ions : c o n t e m p l a t i o n and s e r i o u s n e s s
Tags : p l a n n i n g , r e f l e c t i o n , window , n o t e p a d
C o l o r s : Sky_Blue , L igh t_Gray

Scene 5 : The s c e n e t r a n s i t i o n s back t o show t h e woman nodding
i n u n d e r s t a n d i n g as she l i s t e n s t o t h e f i n a n c i a l
p r o f e s s i o n a l , v i s i b l y g a i n i n g c o n f i d e n c e

Emot ions : comprehens ion and c o n f i d e n c e
Tags : f i n a n c i a l p r o f e s s i o n a l , o f f i c e , l e a r n i n g , ag reemen t

Vo iceove r : " Most p e o p l e b e l i e v e t h a t t h e y can r e l y on Medicare
t o pay f o r t h e i r long − te rm c a r e e x p e n s e s . But t h e t r u t h

i s , Medicare t y p i c a l l y on ly c o v e r s a b o u t 65%
C o l o r s : Gray , Dark_Blue

Scene 6 : The s c e n e shows t h e woman now j o t t i n g down n o t e s
a c t i v e l y , w i th a look of d e t e r m i n a t i o n on h e r f a c e

Emot ions : d e t e r m i n a t i o n and p r o a c t i v i t y
Tags : p l a n n i n g , n o t e t a k i n g , s t r a t e g y , o f f i c e
Vo iceove r : " So i f you ' r e a t y p i c a l American , you ' l l need a b o u t

$100 , 0 0 0 t o c o v e r t h e r e m a i n i n g c o s t s o f long − te rm c a r e
. "

C o l o r s : Gray , Dark_Blue

Scene 7 : The s c e n e s h i f t s t o t h e woman s h a k i n g hands wi th t h e
f i n a n c i a l p r o f e s s i o n a l , s y m b o l i z i n g a p l a n s e t i n mot ion

Emot ions : s a t i s f a c t i o n and t r u s t
Tags : handshake , agreement , f i n a n c i a l p l a n n i n g , commitment
C o l o r s : Gray , Dark_Blue

Scene 8 : The s c e n e c u t s t o t h e woman now a t home , r e l a x e d and
s m i l i n g , s p e a k i n g on t h e phone , p e r h a p s s h a r i n g h e r
r e l i e f and p o s i t i v e s t e p s t a k e n wi th a l o v e d one

Emot ions : r e l i e f and h a p p i n e s s
Tags : home , communicat ion , p e r s o n a l l i f e , r e a s s u r a n c e
Vo iceove r : " Let ' s t a l k a b o u t a p l a n f o r your own c a r e . "
C o l o r s : Cream , S o f t _ G r e e n

Scene 9 : The f i n a l s c e n e zooms o u t t o a s e r e n e image of t h e
woman wa lk ing i n a park , s y m b o l i z i n g peace o f mind a b o u t
h e r f u t u r e

Emot ions : c o n t e n t m e n t and peace
Tags : park , walk ing , f u t u r e , peace o f mind "
C o l o r s : Sky_Blue , Green

Listing 3: Advertisement generated by Henry-SEED for
an Adidas Ad. Original Ad: https://www.youtube.
com/watch?v=fujboh-W7Sk

I n p u t T i t l e : " I 'M POSSIBLE | IMPOSSIBLE IS NOTHING | Adidas "
f o r t h e b rand Adidas

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
medium pace .

Scene 1 : The s c e n e shows a man f a c i n g a rock c l i m b i n g wal l ,
p o i s e d t o s t a r t h i s a s c e n t

Emot ions : a n t i c i p a t i o n and f o c u s
Tags : a t h l e t i c , c l imb , c l i m b e r , rock
Vo iceove r : " What i s p o s s i b l e i s up t o you . "
C o l o r s : Gray , Dark_Brown

Scene 2 : The s c e n e shows a man as he b e g i n s t o cl imb , g r i p p i n g
t h e rock t i g h t l y

Emot ions : d e t e r m i n a t i o n and s t r a i n
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
Voiceove r : "Don ' t l e t anyone t e l l you o t h e r w i s e . "
C o l o r s : Dark_Gray , Dark_Brown

Scene 3 : The s c e n e shows t h e man midway up t h e rock wal l ,
r e a c h i n g f o r a d i s t a n t handho ld

Emot ions : p e r s e v e r a n c e and c h a l l e n g e
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
C o l o r s : Black , Dark_Gray

Scene 4 : The s c e n e c a p t u r e s a moment where t h e man s l i p s b u t
r e g a i n s h i s g r i p on t h e rock face , musc l e s t e n s i n g

Emot ions : t e n s i o n and d a ng e r
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
C o l o r s : Dark_Gray , Dark_Brown

Scene 5 : The s c e n e shows t h e man p a u s i n g t o c h a l k h i s hands ,
h i s b r e a t h v i s i b l e i n t h e c o o l a i r

Emot ions : calm and p r e p a r a t i o n
Tags : a t h l e t i c , cha lk , c l imb , c l i m b e r
C o l o r s : Gray , Dark_Brown

Scene 6 : The s c e n e shows t h e man n a v i g a t i n g a p a r t i c u l a r l y
d i f f i c u l t p a r t o f t h e cl imb , h i s movements p r e c i s e and
d e l i b e r a t e

Emot ions : c o n c e n t r a t i o n and d e t e r m i n a t i o n
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
C o l o r s : Black , Dark_Gray

Scene 7 : The s c e n e shows t h e c l i m b e r ' s f ace , swea t b e a d i n g on
h i s f o r e h e a d , r e f l e c t i n g t h e i n t e n s i t y o f h i s e f f o r t

Emot ions : g r i t and r e s o l v e
Tags : a t h l e t i c , c l imb , c l i m b e r , d e t e r m i n a t i o n
C o l o r s : Dark_Gray , Dark_Brown

Scene 8 : The s c e n e shows t h e man r e a c h i n g f o r t h e f i n a l l edge ,
t h e c l e a r sky be h i nd him s i g n a l i n g t h e n e a r i n g end of

h i s a s c e n t
Emot ions : a n t i c i p a t i o n and e f f o r t
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
Voiceove r : " I m p o s s i b l e i s n o t an o b s t a c l e . "
C o l o r s : Dark_Gray , Gray , Dark_Brown , Blue
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Scene 9 : The s c e n e shows t h e man p u l l i n g h i m s e l f on to t h e
summit , h i s body s i l h o u e t t e d a g a i n s t t h e sky

Emot ions : t r i u m p h and e x h i l a r a t i o n
Tags : a t h l e t i c , c l imb , c l i m b e r , hand
Voiceove r : " I t ' s a chance t o p rove them wrong . "
C o l o r s : Dark_Gray , Dark_Brown , Blue

Scene 1 0 : The s c e n e shows t h e man s t a n d i n g on t o p of t h e rock
wi th h i s arms r a i s e d i n v i c t o r y , o v e r l o o k i n g t h e
l a n d s c a p e below

Emotions : a c h i e v e m e n t and e l a t i o n
Tags : a t h l e t i c , arms up , c l imb , c l i m b e r "
C o l o r s : Dark_Gray , Dark_Brown

Listing 4: Advertisement generated by Henry-SEED for
an Amazon ad. Original Ad: https://www.youtube.
com/watch?v=rcFTqs-zSH4

I n p u t T i t l e : " Alexa Auto , L i s t e n i n g t o Audiobooks " f o r t h e
b rand Amazon

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
low pace .

Scene 1 : The s c e n e shows a c a r d r i v i n g down a c o u n t r y road
n e a r a mounta in house

Emot ions : a n t i c i p a t i o n , f reedom
Tags : b lue , ca r , d r i v e , house
C o l o r s : White , Lavender , Dark_Blue , Turquo i se , Black

Scene 2 : The s c e n e shows an image of a c a r a p p r o a c h i n g a l a r g e
s i g n above t h e road , s i g n a l i n g t h e s t a r t o f t h e highway

Emot ions : c u r i o s i t y , r e a d i n e s s
Tags : ca r , d r i v e , road s ign , highway
Voiceove r : "You j u s t p u l l e d on to t h e highway "
C o l o r s : White , Lavender , Tu rquo i se , Gray

Scene 3 : The s c e n e shows an in − c a r view wi th a d r i v e r ' s hands
on t h e s t e e r i n g wheel , a smar tphone mounted on t h e
d a s h b o a r d d i s p l a y i n g t h e Amazon Music app

Emot ions : c o n c e n t r a t i o n , engagement
Tags : c a r i n t e r i o r , hands , smar tphone , t e c h n o l o g y
Voiceove r : " b u t you can ' t remember t h e name of t h a t band t h a t

' s been s t u c k i n your head a l l morning . "
C o l o r s : White , Dark_Blue , Black , Gray

Scene 4 : The s c e n e shows t h e d r i v e r s p e a k i n g t o Alexa t h r o u g h
t h e car ' s i n f o t a i n m e n t system , t h e d i s p l a y l i g h t i n g up i n

r e s p o n s e
Emot ions : i n t e r a c t i o n , e a s e
Tags : c a r i n t e r i o r , v o i c e command , i n f o t a i n m e n t sys tem
Voiceove r : " With Alexa and Amazon Music , you don ' t have t o

remember . J u s t ask , " Alexa , p l a y t h e B e a t l e s . "
C o l o r s : White , Lavender , Dark_Blue , Black

Scene 5 : The s c e n e shows t h e c a r p a s s i n g t h r o u g h a l a n d s c a p e
wi th r o l l i n g h i l l s and t h e sun b e g i n n i n g t o s e t i n t h e
background

Emot ions : s a t i s f a c t i o n , s e r e n i t y
Tags : ca r , d r i v e , h i l l s , s u n s e t
C o l o r s : White , Lavender , Tu rquo i se , Dark_Blue

Scene 6 : The f i n a l s c e n e shows t h e v e h i c l e d r i v i n g i n t o t h e
h o r i z o n , a s t h e i c o n i c music o f t h e B e a t l e s f i l l s t h e car
' s i n t e r i o r

Emot ions : f u l f i l l m e n t , j o y
Tags : ca r , d r i v e , h o r i z o n , music "
C o l o r s : White , Lavender , Orange , Dark_Blue

Listing 5: Advertisement generated by Henry-SEED for
an Gatorade ad. Original Ad: https://www.youtube.
com/watch?v=BKPQkjRF4yY

I n p u t T i t l e : " G a t o r a d e | Make Your Own F o o t s t e p s wi th Suni
Lee " f o r t h e b rand G a t o r a d e

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
medium pace .

Scene 1 : The s c e n e shows S u n i s a Manado s t a n d i n g i n f r o n t o f
h e r house

Emot ions : d e t e r m i n a t i o n , brave , c o n f i d e n t , p e r s i s t e n c e ,
c o u r a g e

Tags : a t h l e t i c , f ace , g i r l , musc le
Vo iceove r : " I 'm S u n i s a Manado , b u t you can c a l l me S u n i s a . And

I 'm go ing t o show you how I s t a y m o t i v a t e d . Let ' s go !
Th i s i s my n e i g h b o r h o o d . I 'm go ing t o t a k e you t h r o u g h my

f a v o r i t e s p o t s . There ' s my house r i g h t t h e r e . "
C o l o r s : Dark_Brown , Black , Brown , Tan

Scene 2 : The s c e n e shows S u n i s a Manado p e r f o r m i n g a h a n d s t a n d
i n t h e pa rk

Emot ions : ach ievemen t , d e t e r m i n a t i o n , p e r s i s t e n c e , commitment ,
s u c c e s s

Tags : b a l a n c e , gymnast , hands t and , g i r l
Vo iceove r : "And t h i s i s t h e pa rk where I g e t so much done .

Th i s i s t h e pa rk where I t r a i n . "
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 3 : The s c e n e shows S u n i s a Manado do ing a f l i p on t h e
b a l a n c e beam

Emotions : brave , courage , d e t e r m i n a t i o n , p e r s i s t e n c e ,
i n s p i r a t i o n

Tags : gymnast , f l i p , beam , g i r l
Vo iceove r : " Being an a t h l e t e t a k e s a l o t o f ha rd work and

d e t e r m i n a t i o n . "
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 4 : The s c e n e shows S u n i s a Manado i n a p o w e r f u l pose i n
h e r p ink s p o r t s b r a and l e o t a r d

Emot ions : d e t e r m i n a t i o n , brave , courage , p e r s i s t e n c e ,
i n s p i r a t i o n

Tags : a t h l e t i c , f ace , g i r l , gymnast
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 5 : The s c e n e shows S u n i s a Manado l i f t i n g h e r s e l f on t h e
p a r a l l e l b a r s

Emot ions : ach ievemen t , p e r s i s t e n c e , d e t e r m i n a t i o n , courage ,
commitment

Tags : gymnast , l i f t , ba r s , g i r l
Vo iceove r : "And b e i n g an a t h l e t e a l s o means t h a t you have t o

have good n u t r i t i o n . "
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 6 : The s c e n e shows S u n i s a Manado p r a c t i c i n g h e r r o u t i n e
on t h e f l o o r o f t h e pa rk

Emot ions : d e t e r m i n a t i o n , p e r s i s t e n c e , i n s p i r a t i o n , commitment ,
d i s c i p l i n e

Tags : f l o o r , gymnast , r o u t i n e , g i r l
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 7 : The s c e n e shows S u n i s a Manado s p i n n i n g on t h e b a l a n c e
beam

Emotions : s u c c e s s , brave , d e t e r m i n a t i o n , p r e c i s i o n , f o c u s
Tags : beam , sp in , gymnast , g i r l
C o l o r s : Dark_Brown , Dark_Blue , Pu rp l e , Gray

Scene 8 : The s c e n e shows S u n i s a Manado h o l d i n g a b o t t l e o f
Gatorade , r e h y d r a t i n g a f t e r h e r p r a c t i c e

Emot ions : r e f r e s h e d , h e a l t h y , s a t i s f a c t i o n , w e l l b e i n g ,
r e c o v e r y

Tags : a t h l e t e , d r i n k , Gatorade , h e a l t h
Vo iceove r : " That ' s why I choose t o f u e l up wi th G a t o r a d e . You

need t o have t h a t energy , e s p e c i a l l y d u r i n g my t o u g h e s t
t r a i n i n g . "

C o l o r s : Black , Dark_Green , Dark_Gray , Gray

Scene 9 : The s c e n e shows S u n i s a Manado s m i l i n g t o w a r d s t h e
camera wi th a s e n s e o f p r i d e and accompl i shmen t

Emot ions : joy , c o n f i d e n c e , p r i d e , opt imism , accompl i shmen t
Tags : f ace , smi le , g i r l , gymnast
Vo iceove r : " G a t o r a d e h e l p s r e p l e n i s h what I ' ve l o s t and h e l p s

keep me go ing . "
C o l o r s : Black , Dark_Green , Dark_Gray , Gray

Scene 1 0 : The s c e n e shows S u n i s a Manado wa lk ing away from t h e
park , a s t h e sun s e t s , s y m b o l i z i n g t h e end of a day ' s
ha rd work

Emot ions : c o n t e m p l a t i o n , f u l f i l l m e n t , a n t i c i p a t i o n , r e s i l i e n c e
, hope

Tags : s u n s e t , walk , r e f l e c t i o n , g i r l
Vo iceove r : " I 'm go ing t o make my own f o o t s t e p s . Fol low your

dreams , b u t don ' t f o r g e t t o c h a s e your g r e a t n e s s . "
C o l o r s : Black , Dark_Green , Dark_Gray , Gray "

Listing 6: Advertisement generated by Henry-SEED for
a Rolex ad. Original Ad: https://www.youtube.com/
watch?v=vA-Lxmh1MdQ

I n p u t T i t l e : " R o l e s o r A Meet ing o f M e t a l s " f o r t h e b rand Rolex

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
low pace . "

Scene 1 : The s c e n e shows a c l o s e up of a watch t h a t i s on a
w r i s t

Emot ions : a n t i c i p a t i o n , l uxu ry , e l e g a n c e
Tags : d i a l , gold , watch
C o l o r s : Dark_Brown , Brown , Black , Khaki

Scene 2 : The s c e n e shows a go ld and s i l v e r watch s i t t i n g on a
t a b l e , r e f l e c t i n g s o f t l i g h t

Emot ions : s o p h i s t i c a t i o n , s t a t u s , s u c c e s s
Tags : d i a l , gold , watch
C o l o r s : Brown , Dark_Brown , Khaki , Black

Scene 3 : The s c e n e shows a person ' s hands e l e g a n t l y wrapping
t h e go ld and s i l v e r watch i n d e l i c a t e g i f t p a p e r

Emot ions : ca re , g e n e r o s i t y , s u r p r i s e
Tags : wrapping , g i f t , l u x u r y
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C o l o r s : Brown , Khaki , Gold , White

Scene 4 : The s c e n e shows a r e c i p i e n t ' s j o y o u s r e a c t i o n as t h e y
r e c e i v e t h e watch as a g i f t a t a c e l e b r a t o r y g a t h e r i n g

Emot ions : h a p p i n e s s , g r a t i t u d e , c e l e b r a t i o n
Tags : emotion , c e l e b r a t i o n , g i f t
C o l o r s : Gold , S i l v e r , Cream , Warm hues , S o f t l i g h t i n g

Scene 5 : The s c e n e shows t h e watch b e i n g worn a t an e l e g a n t
even t , t h e go ld and s i l v e r g l i n t i n g unde r ambien t
l i g h t i n g

Emot ions : p r i d e , accompl i shment , r e f i n e m e n t
Tags : e l e g a n c e , l uxu ry , watch
C o l o r s : Gold , S i l v e r , Black , S o f t l i g h t i n g , Dark hues

Listing 7: Advertisement generated by Henry-SEED for
an NVIDIA ad. Original Ad: https://www.youtube.
com/watch?v=HnaOhOJ6AcM

I n p u t T i t l e : " Pac Man 256 on NVIDIA SHIELD" f o r t h e b rand
Nv id i a

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
medium pace . "

Scene 1 : The s c e n e shows a b l a c k and w h i t e logo .
Emot ions : danger , tough
Tags : brand , l ogo
The t e x t shown i n t h e s c e n e i s ' SHIELD '
C o l o r s : Black , White , Gray

Scene 2 : The s c e n e shows a b l a c k s c r e e n wi th a r e d l i g h t on i t
Emot ions : danger , tough
Tags : brand , logo , t e x t
The t e x t shown i n t h e s c e n e i s ' SHIELD '
C o l o r s : Black , White , Red

Scene 3 : The s c e n e shows a computer s c r e e n showing a game of
Pac −Man

Emot ions : n o s t a l g i a , fun
Tags : a r cade , a r c a d e machine , game , Pac −Man
The t e x t shown i n t h e s c e n e i s 'HIGH SCORE '
C o l o r s : Cyan , Yellow , Gray , Dark Green , Red

Scene 4 : The s c e n e shows a v i d e o game c h a r a c t e r n a v i g a t i n g a
maze f i l l e d wi th o b s t a c l e s

Emot ions : e x c i t e m e n t , c h a l l e n g e
Tags : a r cade , c h a r a c t e r , game , maze
The t e x t shown i n t h e s c e n e i s 'LEVEL UP '
C o l o r s : Cyan , Red , Pink , Orange , Gray

Scene 5 : The s c e n e shows a v i d e o game wi th a r a c i n g theme ,
c a r s zooming on t h e t r a c k

Emot ions : t h r i l l , speed
Tags : r a c i n g , c a r s , game , s c r e e n s h o t
The t e x t shown i n t h e s c e n e i s 'NEW RECORD'
C o l o r s : Red , Yellow , Blue , Gray , Black

Scene 6 : The s c e n e shows a s t r a t e g y v i d e o game wi th a d e t a i l e d
wor ld map

Emot ions : focus , s t r a t e g y
Tags : s t r a t e g y game , wor ld map , empire , v i d e o game
The t e x t shown i n t h e s c e n e i s 'EXPAND YOUR EMPIRE '
C o l o r s : Green , Brown , Blue , White , Tan

Scene 7 : The s c e n e shows a f u t u r i s t i c v i r t u a l r e a l i t y game
wi th immers ive g r a p h i c s

Emot ions : amazement , i n n o v a t i o n
Tags : VR, v i r t u a l r e a l i t y , f u t u r e , game
The t e x t shown i n t h e s c e n e i s 'ENTER NEW WORLDS'
C o l o r s : Neon Blue , Neon Green , Black , Dark Blue

Scene 8 : The s c e n e shows a f a m i l y g a t h e r e d around p l a y i n g a
m u l t i p l a y e r v i d e o game , l a u g h i n g and e n j o y i n g

Emot ions : joy , t o g e t h e r n e s s
Tags : f ami ly , m u l t i p l a y e r , game , l i v i n g room
The t e x t shown i n t h e s c e n e i s 'PLAY TOGETHER'
C o l o r s : Mul t i − c o l o r e d , Warm Hues

Scene 9 : The s c e n e t r a n s i t i o n s t o a p l a y e r wea r ing headphones ,
d e e p l y c o n c e n t r a t e d i n an e s p o r t s c o m p e t i t i o n

Emot ions : d e t e r m i n a t i o n , c o m p e t i t i o n
Tags : e s p o r t s , c o m p e t i t i o n , gamer , v i d e o game
The t e x t shown i n t h e s c e n e i s ' RISE TO THE CHALLENGE'
C o l o r s : Black , Neon , Dark , S p o t l i g h t s

Scene 1 0 : The s c e n e c l o s e s wi th t h e NVIDIA SHIELD logo
emerg ing b r i g h t l y on t h e s c r e e n

Emot ions : empowerment , a s s u r a n c e
Tags : brand , logo , c l o s i n g
The t e x t shown i n t h e s c e n e i s ' NVIDIA . SHIELD − Game Your Way

'
C o l o r s : Red , White , Black

Listing 8: Advertisement generated by Henry-SEED for
a Zillow ad. Original Ad: https://www.youtube.com/
watch?v=P6gydrvTkaA

I n p u t T i t l e : " F ind I t , Tour I t and Own I t With Z i l l o w ( : 0 6 ) "
f o r t h e b rand Z i l l o w

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
medium pace .

Scene 1 : The s c e n e shows a p e r s o n h o l d i n g a c e l l phone wi th
t h e i r hand .

Emot ions : ach ievemen t , a m b i t i o n
Tags : c a t c h , smar tphone , hand , pe r son , phone , s c r e e n , t e x t

message , woman
C o l o r s : Gray , Dark_Blue , Dark_Brown , Dark_Pink , Off_White

Scene 2 : The s c e n e shows a woman i n a s w e a t e r l o o k i n g a t a
c e l l phone .

Emot ions : happy , s m i l e
Tags : smar tphone , earphone , g i r l , pe r son , smi le , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue

Scene 3 : The s c e n e shows a woman l o o k i n g a t a phone wi th a map
on i t .

Emot ions : c o n f i d e n t , s m i l i n g
Tags : c a t c h , smar tphone , earphone , g i r l , pe r son , phone , s t a n d ,

t a l k , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue

Scene 4 : The s c e n e shows a woman l o o k i n g a t a c e l l phone wi th
a r e a l e s t a t e app on i t .

Emot ions : t o g e t h e r n e s s , h a p p i n e s s
Tags : smar tphone , earphone , g i r l , pe r son , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue

Scene 5 : The s c e n e shows a woman l o o k i n g a t a c e l l phone wi th
a r e a l e s t a t e app d i s p l a y e d .

Emot ions : happy , s m i l i n g
Tags : smar tphone , earphone , g i r l , pe r son , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue

Scene 6 : The s c e n e shows a woman u s i n g a c e l l phone t o speak
wi th an a g e n t .

Emot ions : c o n f i d e n t , happy
Tags : smar tphone , earphone , g i r l , pe r son , t a l k , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue
Vo iceove r : " G e t t i n g t h e p e r f e c t home i s a j o u r n e y , so we h e l p

you f i n d i t , t o u r i t , and own i t . "

Scene 7 : The s c e n e shows a woman c o m p l e t i n g a t r a n s a c t i o n on a
c e l l phone .

Emot ions : ach ievemen t , s a t i s f i e d
Tags : smar tphone , earphone , g i r l , pe r son , woman
C o l o r s : Gray , Dark_Brown , Dark_Pink , Dark_Blue "
Vo iceove r : " For moving made s imple , t h e r e ' s no p l a c e l i k e

Z i l l o w "

Listing 9: Advertisement generated by Henry-SEED for
a Kroger ad. Original Ad: https://www.youtube.com/
watch?v=SqwqI01q3fA

I n p u t T i t l e : "How t o Make Taco S e a s o n i n g | Kroger R e c i p e s |
Kroger " f o r t h e b rand Kroger

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
low pace .

Scene 1 : The s c e n e shows a p e r s o n p o u r i n g c h i p o t l e adobo s a u c e
i n t o a g l a s s j a r .

Emot ions : ca re , c o m f o r t
Tags : b o t t l e , can , c o n t a i n e r , hand , food , pe r son , j a r , l i q u i d ,

pepper , pour , red , sauce , tomato sauce , t i n , t r a y , woman
C o l o r s : Black , Gray , Dark_Brown , Maroon , Dark_Red
Voiceove r : " The a u d i o i n t h e ad s a y s Taco s e a s o n i n g i s one o f

t h o s e s p i c e s t h a t e v e r y o n e l o v e s on t h e i r food . I t ' s so
d e l i c i o u s and i t ' s so ea sy t o make . "

Scene 2 : The s c e n e shows a woman i n a r e d s w e a t e r ad d in g
ground cumin t o t h e mix .

Emot ions : a n t i c i p a t i o n , f o c u s
Tags : b l e n d e r , c o n t a i n e r , food , hand , pe r son , i n g r e d i e n t ,

measu r ing cup , s p i c e , woman
Voiceove r : " A l l you have t o do i s g e t your c h o p s t i c k and add

some of t h e g a r l i c and some of t h e on ion and some of t h e
cumin "

C o l o r s : Black , Gray , Dark_Brown , Maroon , Dark_Red

Scene 3 : The s c e n e shows t h e a d d i t i o n o f c h i l i powder t o t h e
s e a s o n i n g mix .

Emot ions : p r e c i s i o n , s a t i s f a c t i o n
Tags : b l e n d e r , c o n t a i n e r , food , food p r o c e s s o r , hand , pe r son ,

i n g r e d i e n t , mix tu re , s p i c e , woman
Voiceove r : " and some of t h e d r i e d c h i l i e s and some of t h e

o regano and some of t h e s a l t "
C o l o r s : Black , Gray , Dark_Brown , Dark_Pink , Maroon
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Scene 4 : The s c e n e shows t h e woman s p r i n k l i n g c r u s h e d r e d
p ep pe r i n t o t h e mix .

Emot ions : e x c i t e m e n t , z e a l
Tags : b l e n d e r , c o n t a i n e r , food , food p r o c e s s o r , hand , pe r son ,

i n g r e d i e n t , measu r ing cup , mix tu re , s p i c e , woman
Voiceove r : " and some of t h e p a p r i k a and some of t h e p e pp e r and

j u s t g i v e i t a l i t t l e b i t o f a s q u e e z e "
C o l o r s : Black , Gray , Dark_Brown , Maroon , Dark_Red

Scene 5 : The s c e n e shows t h e woman measu r ing and ad d in g ground
oregano t o t h e s e a s o n i n g mix .

Emot ions : h a p p i n e s s , c r e a t i v i t y
Tags : b l e n d e r , c o n t a i n e r , food , food p r o c e s s o r , hand , pe r son ,

i n g r e d i e n t , measu r ing cup , mix tu re , s p i c e , woman
C o l o r s : Black , Gray , Dark_Brown , Maroon , Dark_Red

Scene 6 : The s c e n e shows t h e f i n a l s t e p s o f making t h e t a c o
s e a s o n i n g mix , w i th t h e woman ad d i ng g a r l i c powder and
on ion powder .

Emot ions : accompl i shment , p r i d e
Tags : b l e n d e r , c o n t a i n e r , food , food p r o c e s s o r , hand , pe r son ,

i n g r e d i e n t , mix tu re , s p i c e , woman
Voiceove r : "You ' r e go ing t o t a s t e i t , so don ' t be a f r a i d t o

add more o r l e s s o f any of t h e s e i n g r e d i e n t s , depend ing
on how s p i c y o r how f l a v o r f u l you want your t a c o
s e a s o n i n g t o be . "

C o l o r s : Black , Gray , Dark_Brown , Maroon , Dark_Red "

Listing 10: Advertisement generated by Henry-SEED for
a Publix ad. Original Ad: https://www.youtube.com/
watch?v=HH0VWvs-cFg

I n p u t T i t l e : " GreenWise I c e Cream Scoop from P u b l i x " f o r t h e
b rand P u b l i x S u p e r m a r k e t s

G e n e r a t e d Ad : " The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a
low pace .

Scene 1 : The s c e n e shows a woman s t a n d i n g i n f r o n t o f a
r e f r i g e r a t o r .

Emot ions : a n t i c i p a t i o n , s a t i s f a c t i o n
Tags : beve rage , b o t t l e , c a t c h , doorway , d r i n k , f i l l , g i r l ,

home a p p l i a n c e , j u i c e , laugh , pour , r e f r i g e r a t o r , s h i r t ,
s t a n d , woman

Voiceove r : " Greenwise , t h e b e t t e r e ne r gy c h o i c e from P u b l i x . "
C o l o r s : Black , Gray , Dark_Gray , Dark_Brown , S i l v e r

Scene 2 : The s c e n e shows a woman h o l d i n g a r o l l o f Greenwise
i c e cream i n h e r hand .

Emot ions : c u r i o s i t y , i n t e r e s t
Tags : b o t t l e , c a t c h , hand , woman
Voiceove r : " A l l t h e d e l i c i o u s n e s s o f i c e cream , a f r a c t i o n o f

t h e c a l o r i e s . And now i t comes i n a r o l l . "
C o l o r s : Black , Gray , Dark_Gray , Dark_Brown

Scene 3 : The s c e n e shows t h e woman as she e a s i l y sco op s t h e
i c e cream on to a p l a t e , d i s p l a y i n g t h e c o n v e n i e n c e o f t h e
new r o l l f o r m a t .

Emot ions : ease , d e l i g h t
Tags : p l a t e , r o l l , scoop , s e r v e , woman
Voiceove r : " So you can e a s i l y scoop and s e r v e e x a c t l y what

you need . "
C o l o r s : Black , Gray , Dark_Gray , Dark_Brown

Scene 4 : The s c e n e shows t h e woman e n j o y i n g a b i t e o f t h e
Greenwise i c e cream , h e r e x p r e s s i o n r e f l e c t i n g t h e
p r o d u c t ' s d e l i c i o u s n e s s .

Emot ions : enjoyment , s a t i s f a c t i o n
Tags : b i t e , enjoyment , i c e cream , s a t i s f a c t i o n , t a s t e , woman
Voiceove r : " I t ' s a win −win . Learn more a t p u b l i x . com . "
C o l o r s : Black , Gray , Dark_Gray , Dark_Brown "

9 More Results for Henry-SEED

9.1 Questionnaire to Gather Human
Preferences over Generated Ads

Below is the web-based form used to annotate the
human preferences between the generated and orig-
inal ads. Participants for this task were working
professionals in the software, marketing, advertising,
and creative industries. Participation was voluntary,
and participants were invited to judge the efficacy
of generated advertisements. Participants had a gen-
eral interest in the creative and advertising industries
and generative technologies; therefore, they were not

Task LAMBDA (ρ) ∆ Memorability
BS-only 0.541 -
CS-only - +28.41
BS+CS 0.547 +30.66

Table 7: Ablation on modeling behaviour simulation (BS) or
memorability prediction and Content Simulation (CS) on memo-
rable ad generation together. For memorability prediction, we
again show the Spearman rank correlation on the test set similar
to 2, for generation we measure the change in memorability
according to Henry Oracle similar to 3. We ovserve that mixing
the two tasks together increases the performance across both
tasks.

interested in getting paid but rather in seeing and
trying out the generative technology stack. We have
a roughly 65-35 distribution of males to females with
the age range between 22-50.

I n s t r u c t i o n s :

Shown n e x t a r e 10 p a i r s o f a d v e r t i s e m e n t s . De te rmine which ad
w i t h i n each p a i r i s more e f f e c t i v e based on t h e t i t l e ,
brand , and scene −by− s c e n e d e s c r i p t i o n s p r o v i d e d . You w i l l

a l s o be e x p e c t e d t o p r o v i d e r e a s o n s f o r your c h o i c e
whereve r asked .

Q u e s t i o n 1
Choose t h e a d v e r t i s e m e n t you f i n d more e f f e c t i v e . Also p r o v i d e

r e a s o n s f o r your c h o i c e .

T i t l e : Bike t o Work Day a t NVIDIA
Brand : Nv id i a
Nv id i a i s a t e c h n o l o g y company f o c u s i n g on g r a p h i c s p r o c e s s i n g

u n i t s ( GPUs ) f o r gaming , p r o f e s s i o n a l v i s u a l i z a t i o n ,
d a t a c e n t e r s , and a u t o m o t i v e marke t s , d r i v i n g i n n o v a t i o n
i n v i s u a l comput ing .

A d v e r t i s e m e n t A:

The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a medium pace . The
a u d i o i n t h e ad i s s i l e n t .

Scene 1 : The s c e n e shows t h e camera t a k e s a pho to from t h e
i n s i d e o f t h e p e r s o n on t h e b i c y c l e

C o l o r s : White , Dark_Pink , Ol ive , Gray , Pink , Dark_Brown
Emot ions : danger , dangerous , warn ing
Tags : a t t a c h , b i c y c l e , c a t c h , smar tphone

Scene 2 : The s c e n e shows t h e p e r s o n r i d i n g a b i c y c l e down t h e
road

C o l o r s : White , Dark_Gray , Mud_Green , Ol ive , Gray
Emot ions : danger , q u i e t
Tags : b i c y c l e , pa th , g r a s s , m o t o r b i k e
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 3 : The s c e n e shows a man on a b i k e t a k i n g a r i d e
C o l o r s : Off_White , Dark_Gray , S i l v e r , Black , Gray
Emot ions : danger , e x c i t i n g , fun
Tags : b i c y c l e , b i k e r , b r i d g e , hand
The t e x t shown i n t h e s c e n e i s ' DVIDIA '

Scene 4 : The s c e n e shows a b i k e r i d e r go ing unde r a b r i d g e
under a road

C o l o r s : Dark_Gray , S i l v e r , L igh t_Green , Green , Ol ive , Gray ,
B r i g h t _ G r e e n

Emot ions : danger , dangerous , funny
Tags : b r i d g e , ca r , curve , highway
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 5 : The s c e n e shows a man r i d i n g a b i c y c l e down a t r e e
l i n e d s t r e e t

C o l o r s : White , Dark_Gray , Mud_Green , Dark_Pink , Ol ive , Black ,
Gray

Emot ions : t h r i l l , a d v e n t u r e , r o m a n t i c
Tags : b i c y c l e , b i k e r , hand , p e r s o n
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 6 : The s c e n e shows a man r i d i n g on a b i c y c l e down t h e
s t r e e t

C o l o r s : Emerald , Dark_Gray , S i l v e r , L igh t_Green , Ol ive , Gray
Emot ions : funky , e n j o y a b l e
Tags : b i c y c l e , hand , pe r son , man
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 7 : The s c e n e shows a c l o s e u p of someone r i d i n g a b i c y c l e
down a road

C o l o r s : White , Dark_Gray , S i l v e r , Dark_Pink , Ol ive , Gray
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Figure 7: Graphs showing the importance of the amount of synthetic data on (i) Ad memorability score and (ii) Ad quality for the
generated ads. As we can see from the graphs, both the ad memorability and quality increase with the increase in the amount of
synthetic data.

Figure 8: Word Cloud (resembling Henry) for the GPT-4 rea-
soning on the 75/88 generations where it rates Henry-SEED
Generated Ads to be better than the Original.

Emotions : danger , m a j e s t i c
Tags : b i c y c l e , b i c y c l e he lmet , b i k e r , hand
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 8 : The s c e n e shows a p e r s o n i s r i d i n g a b i k e on t h e s i d e
o f t h e road

C o l o r s : White , Dark_Gray , Mud_Green , Ol ive , Gray , Lavender
Emot ions : en joy , en joyment
Tags : ca r , pe r son , man , m o t o r c y c l e
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 9 : The s c e n e shows someone r i d i n g a b i k e i n f r o n t o f a
s m a l l c i t y

C o l o r s : White , Dark_Gray , Ol ive , Black , Gray
Emot ions : funky
Tags : b i c y c l e , b i k e r , b in , c a r
The t e x t shown i n t h e s c e n e i s ' NVIDIA '

Scene 1 0 : The s c e n e shows a c y c l i s t r i d i n g h i s b i k e on a
g r a v e l road

C o l o r s : White , Brown , Mud_Green , Ol ive , Gray , Dark_Brown , Cyan
Emot ions : r e c r e a t i o n a l , a d v e n t u r e
Tags : b i c y c l e , b i k e r , hand , p e r s o n

A d v e r t i s e m e n t B :

The ad i s s h o t i n l a n d s c a p e o r i e n t a t i o n , a t a low pace . The
a u d i o i n t h e ad i s s i l e n t .

Scene 1 : The s c e n e shows a man wear ing a ha rd h a t h o l d i n g a
b i k e he lm e t

C o l o r s : Dark_Gray , Brown , Mud_Green , Cream , Ol ive , Black ,
Dark_Brown

Emot ions : p r o t e c t i v e , p r o t e c t i v e
Tags : b u i l d i n g , c o n s t r u c t i o n worker , ha t , j u m p s u i t

Scene 2 : The s c e n e shows a man r i d i n g a b i k e on a p a t h n e a r a
c r e e k

C o l o r s : Emerald , Dark_Gray , Mud_Green , Ol ive , Black ,
Dark_Brown

Emot ions : r e c r e a t i o n a l , r e l a x a t i o n
Tags : b i c y c l e , b i c y c l e he lmet , b i k e r , p a t h

Scene 3 : The s c e n e shows a man h o l d i n g a b i k e up w h i l e
s t a n d i n g i n f r o n t o f a b u i l d i n g

C o l o r s : Dark_Gray , Brown , Mud_Green , Cream , Ol ive , Black ,
Dark_Brown

Emot ions : p r i d e , a c h i e v e m e n t
Tags : b u i l d i n g , p r o f e s s i o n a l , ha t , b i c y c l i s t

Scene 4 : The s c e n e shows a man r i d i n g a b i k e down a s t r e e t
w i th t r e e s l i n i n g t h e road

C o l o r s : Brown , Cream , Green , Ol ive , Dark_Brown
Emot ions : chee ry , f reedom
Tags : b i c y c l e , b i c y c l e he lmet , b i k e r , man

Scene 5 : The s c e n e shows a man r i d i n g a b i k e down a s t r e e t i n
f r o n t o f a house

C o l o r s : Dark_Gray , Mud_Green , Ol ive , Black , Dark_Brown
Emot ions : c h e e r y
Tags : b i c y c l e , b i c y c l e he lmet , b i k e r , c a r

Scene 6 : The s c e n e shows a c l o s e u p of t h e man ' s f a c e as he
a d j u s t s h i s b i k e helmet , showcas ing d e t e r m i n a t i o n

C o l o r s : Cream , Ol ive , Black , Gray , Dark_Brown
Emot ions : de t e rmine d , p r e p a r e d
Tags : man , he lmet , focus , d e t a i l

Scene 7 : The s c e n e shows t h e man h o l d i n g h i s b i k e n e x t t o
o t h e r c y c l i s t s a t a t r a f f i c l i g h t , p romot ing community

21



and c a m a r a d e r i e
C o l o r s : Mud_Green , Cream , Ol ive , Dark_Brown
Emot ions : community , a n t i c i p a t i o n
Tags : c y c l i s t s , t r a f f i c l i g h t , group , w a i t i n g

Scene 8 : The s c e n e shows t h e man a r r i v i n g a t work , p a r k i n g h i s
b i k e i n a b i k e r a c k

C o l o r s : Mud_Green , Cream , O l i v e
Emot ions : s a t i s f a c t i o n , accompl i shmen t
Tags : o f f i c e b u i l d i n g , b i k e rack , a r r i v a l , work

Scene 9 : The s c e n e shows t h e man wa lk ing i n t o t h e b u i l d i n g ,
g r e e t i n g c o l l e a g u e s who a r e a l s o c a r r y i n g b i k e h e l m e t s

C o l o r s : White , Cream , Ol ive , Black , Gray
Emot ions : f r i e n d l y , i n c l u s i v e
Tags : workplace , c o l l e a g u e s , g r e e t i n g , p r o f e s s i o n a l a t t i r e

Scene 1 0 : The s c e n e shows t h e man a t h i s w o r k s t a t i o n wi th a
he lm e t on h i s desk , l o o k i n g o u t t h e window a t t h e sunny
day , h i n t i n g a t t h e r i d e home

C o l o r s : White , Cream , Ol ive , Gray
Emot ions : t h o u g h t f u l , a c c o m p l i s h e d
Tags : o f f i c e , w o r k s t a t i o n , he lmet , window

S e l e c t p r e f e r r e d a d v e r t i s e m e n t :
Opt ion 1 : A
Opt ion 2 : B
Opt ion 3 : Both a r e e q u a l l y e f f e c t i v e

Give r e a s o n s f o r your c h o i c e :
______________________________________

9.2 Expert Feedback Collected For Generated
Ads

1. Feedback for ad generation for the Maytag Ad
shown in Fig 6

(a) Expert 1: "I appreciate the prominent use
of the logo in the advertisement. Its place-
ment towards the end, accompanied by a
compelling slogan, is in alignment with
the brand’s advertising strategy."

(b) Expert 2: "In my opinion, the color
scheme of the advertisement is stunning. It
complements the tone of the advertisement
exceptionally well."

(c) Expert 3: "The emotional portrayal in
scene 2 could be enhanced. I anticipated a
sense of ’recreation’ and ’relaxation’ to be
more effectively conveyed."

2. Feedback for ad generation for the New York
Times Ad shown in Fig 5

(a) Expert 1: "One noteworthy aspect in the
generated ad description is the concept of
’blocking.’ In the ad, the main actor is de-
picted moving and protesting against var-
ious backdrops, including a static back-
ground and a subtly shifting frame. This
technique is reminiscent of the famous con-
cept utilized in cinematography. While this
is not in reflected in the image, I will at-
tribute it to the image generation and not
the description generation."

(b) Expert 2: "I like the generated voiceover
a lot in terms of story, but I find it hard to

fit over the scenes, perhaps this is because
the generations dont incorporate transition-
s/animations."

(c) Expert 3: "I find the overall generated
story exceptional in terms of its story-
telling in a few ways. 1. The flow
of the generated ad, A woman explor-
ing nightlife, protesting, achieving, and
nonetheless standing defiant. 2. The slo-
gans are great. 3. The changing head tilt
of the woman from sideways to center is
a very precise details cinematographer use
to paint an overall story or emotion."

3. Feedback for ad generation for the Brainly Ad
shown in Fig 4

(a) Expert 1: "I find the overall story formula-
tion to be decent. It portrays kids encoun-
tering challenges in solo learning, show-
casing easy accessibility and a gradual im-
provement in confidence and engagement
throughout the story. I would still prefer a
scene where the UI of the app is somehow
shown to the user.8"

(b) Expert 2: "I like the use of animated
scenes, but I find the incorporation of dif-
ferent main characters slightly jarring. Ei-
ther they should have been in a common
scene, or the main character should not
change with every scene. The standout
feature of the ad is the utilization of color
themes and their harmonization with the
emotional tone of each scene."

(c) Expert 3: "Having created Ed-Tech ad-
vertisements, I find the storytelling to be
excellent. This ad is very persuasive, al-
though it lacks novelty, I still find it to be
effective."

10 Annotation Protocol and Participant
Details for the LTM Study

Figure 9 shows a visualization of the annotation pro-
tocol we followed.

The participants in the study were students who
were offered optional course credit and freebies like
eatables and a chance to see research and know their
memorability scores. The participation was volun-
tary. The students were shown a protocol of the study
and were required to sign the IRB approval, which

8The generated description of the ad actually shows the stu-
dent interacting with a visible UI that the image generation
model could not respect properly
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Figure 9: The study protocol we followed for our long term memorability human study. All the previous works follow a game-like
annotation protocol, where the study participants compete with each other to get best memorability scores and a participant is
excluded from the study if their annotations fall below a certain threshold. We follow a more natural way in which participants fill
an initial questionnaire, then watch 10 ads with attention checks on day 1 and in subsequent days, receive a form asking them to fill
in what do they remember seeing. Further, using Stable Diffusion, we also ask them to recreate the scenes they remember.

was prominently displayed. The approval contained
details about what kind of data was being collected
and how the data would be used. The data collection
protocol was approved by the IRB of the participat-
ing institution. The aggregate statistics were reported
to each candidate after completing the study. Three
emails were sent to take-home participants; if they
didn’t reply within the given time frame, their data
was discarded from the experiment.

The participants were primarily graduate and un-
dergraduate students. The participants are from two
universities spread across two locations in India. The
participants are bilingual and speak a variety of lan-
guages, including English. The age range is from
16 to 35 years, and all genders/sexes are encouraged.
We saw a roughly 30-70 distribution of females to
males.

10.1 Memorability Questionnaire

This section contains the questions we asked before
the study, the attention check questions that were
asked during the study, and finally, the recognition
questions to check which brands were remembered.

10.1.1 Introductory Questionnaire (to be filled
before the study starts)

1. I remember seeing ads for the following brands
this year:

• List 15 randomly selected from the list of
brands that we have

2. I remember using products of the following
brands this year:

• List 15 randomly selected from the list of
brands that we have (non-intersecting list
from above)

3. Have you installed any Ad Blocking software
in your browser(s)?

a. Yes
b. No

4. Do you use a Youtube subscription?

a. Yes
b. No

5. Approximately how much percentage of time
do you spend on Youtube mobile vs Youtube
web?

• <10% on mobile
• >10% but <30% on mobile
• >30% but <70% on mobile
• >70% on mobile

6. How do you apprise yourself of the latest prod-
ucts and brands? (Multi correct)

• Primarily friends and family
• Amazon, Flipkart or any other e-commerce

stores
• Television and OTT Platform Ads (like

Youtube, Netflix, Hotstar, etc)
• Email Ads
• Store Visits
• Website Ads
• I primarily search for products

10.1.2 Checks (to be answered during the
experiment)

1. Attention check: A factual question like, What
is the capital of India? (Asked randomly be-
tween videos, needs to be answered in <10s)

a. Kanpur
b. Delhi
c. Goa
d. Mumbai

2. Consistency Check: Do you remember watch-
ing this video in this experiment (Asked after
showing the 11th video)

a. Yes
b. No
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10.1.3 Recognition Questions (asked after a few
days after watching the videos)

1. In the study, I remember seeing Ads of the fol-
lowing brands:

• (Randomly selected list of 20 brands which
contains the brands shown to the partici-
pant)

• {For each brand in the list which the par-
ticipant has selected}

2. Brand: X (already filled in)

• For the {brand} ad, I remember seeing the
following (Write Scene Descriptions, feel
free to write any scenes, music, characters,
emotions, objects you remember seeing):

11 Collection of all the Prompts used in the
Paper

11.1 GPT-4 Prompts

Listing 11: GPT-4 Prompt to calculate preference between
Real Ad (A) and Generated Ad (B)
As a s e a s o n e d marke t e r , e v a l u a t e t h e e f f e c t i v e n e s s o f t h e

f o l l o w i n g two ads u s i n g a comprehens ive s e t o f m e t r i c s :

C r e a t i v i t y and I n n o v a t i o n : O r i g i n a l i t y and u n i q u e n e s s i n
convey ing t h e message . Use o f u n e x p e c t e d i d e a s o r
e l e m e n t s t h a t g r ab v iewer s ' a t t e n t i o n .

Emot iona l C o n n e c t i o n : A b i l i t y t o evoke s t r o n g , r e l e v a n t
e m o t io n s i n t h e t a r g e t a u d i e n c e . E s t a b l i s h i n g a
c o n n e c t i o n between t h e b rand and t h e v iewers ' e mo t i o n s .

S t o r y t e l l i n g : C r a f t i n g a c o m p e l l i n g n a r r a t i v e t h a t engages and
r e t a i n s t h e a u d i e n c e . C r e a t i n g a memorable e x p e r i e n c e

t h r o u g h a c o h e r e n t and i m p a c t f u l s t o r y .

V i s u a l Appeal : Use o f s t r o n g v i s u a l e l emen t s , such as s t r i k i n g
v i s u a l s , c o l o r s , and g r a p h i c s . E n s u r i n g t h a t t h e v i s u a l

e l e m e n t s a l i g n wi th t h e o v e r a l l message and brand image .

Brand Al ignment : How w e l l t h e ad a l i g n s wi th t h e v a l u e s ,
mi s s ion , and p e r s o n a l i t y o f t h e b rand . C o n s i s t e n c y wi th
t h e brand ' s v i s u a l i d e n t i t y , tone , and messag ing . The ad '
s a b i l i t y t o l e a v e a l a s t i n g i m p r e s s i o n on v i e w e r s
r e g a r d i n g t h e brand . I n c o r p o r a t i n g brand e l e m e n t s t h a t
make i t ea sy f o r t h e a u d i e n c e t o remember and r e c o g n i z e .

T a r g e t Demographics : Re l evance o f t h e ad c o n t e n t and message
t o t h e t a r g e t a u d i e n c e . A p p r o p r i a t e n e s s o f v i s u a l s ,
l anguage , and themes f o r t h e s p e c i f i c demograph ic group .

Based on t h e s e c r i t e r i a , a n a l y z e and d e t e r m i n e which of t h e
two ads i s more e f f e c t i v e . I w i l l p r o v i d e you wi th t h e
Voiceover , f o l l o w e d by t h e i r scene −by− s c e n e d e s c r i p t i o n s ,

i n c l u d i n g t h e e m o t i o n s shown i n t h e scene , t h e t e x t ,
o b j e c t s , c o l o r s , and s t y l e o f t h e image .

Ad (A) : { V e r b a l i z a t i o n f o r Ad (A) }

Ad (B) : { V e r b a l i z a t i o n f o r Ad (B) }

Give me your answer i n a j s o n format , w i th t h e f o l l o w i n g keys :
− a d _ a _ s c o r e : Score between 0 and 10 f o r Ad A
− a d _ b _ s c o r e Score between 0 and 10 f o r Ad B
− winner The winner o f t h e two ads
− r e a s o n l i n e s e p a r a t e d Reasons f o r t h e winner i n n o t more

t h a n 3 l i n e s

Listing 12: GPT-4 Prompt to measure consistency of an
Ad
You a r e now a s e a s o n e d m a r k e t e r t h a t j u d g e s t h e c o n s i s t e n c y o f

an a d v e r t i s e m e n t w e l l . The c o n s i s t e n c y o f an Ad can be
d e t e r m i e d by a few m e t r i c s ( i n no p a r t i c u l a r o r d e r ) such
as :

1 . Does t h e v o i c e o v e r match wi th t h e Scenes i n t h e Ad?

2 . Do t h e s c e n e d e s c r i p t i o n make a good s t o r y ?
3 . Are t h e e m o t io n s d e p i c t e d i n t h e s c e n e s c o n s i s t e n t w i th t h e

o v e r a l l ad ?
4 . Does t h e ad r e p r e s e n t t h e p r o d u c t and t h e brand w e l l ?

Rate t h e c o n s i s t e n c y of t h e f o l l o w i n g ad o u t o f 1 0 . Give me
t h e r a t i n g on ly and n o t h i n g e l s e , o r you w i l l be
p e n a l i z e d .

{ A d v e r t i s e m e n t D e s c r i p t i o n }

Listing 13: GPT-4 Prompt to generate ad verbalization
with In-Context-Learning (ICL)
You a r e now a s e a s o n e d m a r k e t e r t h a t c r e a t e s memorable ads

g i v e n i t s d u r a t i o n , b rand and t i t l e .
Your o u t p u t s h o u l d f o l l o w t h e w r i t i n g s t y l e o f t h e i n p u t

e x a c t l y . For example , each s c e n e s h o u l d look l i k e :
The s c e n e shows { } . The f o r e g r o u n d c o l o r s o f t h e s c e n e a r e {} ,

and t h e background c o l o r s a r e { } . The dominan t t o n e o f
t h e s c e n e i s { } . The p h o t o g r a p h y s t y l e o f t h e s c e n e i s
{ } . The s c e n e has {} v i s u a l c o m p l e x i t y . The e mo t i o n s
shown i n t h e s c e n e a r e { } . Th i s s c e n e i s c a t e g o r i z e d by
t h e t a g s { } .

You a r e on ly supposed t o f i l l i n t h e {}

G e n e r a t e t h e d e t a i l e d d e s c r i p t i o n o f a {DURATION_AD1} second
memorable a d v e r t i s e m e n t t i t l e d "{TITLE_AD1}" f o r t h e
b rand {BRAND_AD1}

G e n e r a t e t h e d e t a i l e d d e s c r i p t i o n o f a {DURATION_AD2} second
memorable a d v e r t i s e m e n t t i t l e d "{TITLE_AD2}" f o r t h e
b rand {BRAND_AD2}

. . .
G e n e r a t e t h e d e t a i l e d d e s c r i p t i o n o f a {DURATION_AD5} second

memorable a d v e r t i s e m e n t t i t l e d "{TITLE_AD5}" f o r t h e
b rand {BRAND_AD5}

G e n e r a t e t h e d e t a i l e d d e s c r i p t i o n o f a {DURATION_TARGET}
second memorable a d v e r t i s e m e n t t i t l e d "{TITLE_TARGET}"
f o r t h e b rand {BRAND_TARGET}

11.2 Henry Prompts

Given below are the verbalization templates we use
to teach Henry and Henry-SEED behavior simulation
and content simulation tasks:

Listing 14: Verbalization pattern to predict memorability
given advertisement. The same template is used to prompt
GPT-3.5, GPT-4, Henry, Henry-Oracle, and Henry-SEED.
Note that video tokens are optional.
Students are shown ads and their

memorability is tested after 1 to 3
days. For the given ad:

<video > .. </video >
They watch a 15 second advertisement for

Chanel.
The title of the advertisement is " Comes

in Red for a Limited Edition CHANEL
Fragrance ".

The ad is shot in landscape orientation ,
at a medium pace.

The audio in the ad says: Number 5.
Limited Edition. Chanel.

Following are the descriptions of each
scene:
Scene 1:

The scene shows a red bottle of
perfume that is on a dark
surface.

The foreground colors of the
scene are Black , and the
background colors are
Dark_Brown ,Maroon ,Black ,Gray.

The dominant tone of the scene is
neutral.

The photography style of the
scene is product.

The scene has Low visual
complexity.
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The emotions shown in the scene
are gift , romantic ,
celebration.

This scene is categorized by the
tags bottle , man , perfume , red
, woman.

The text shown in the scene is '
N5', 'CHANEL ', 'PARIS ', '
PARFUM '

....
What would be the memorability score of

this video?

Output: 71

Listing 15: Henry Prompt to generate ad verbalization
used to train and evaluate Henry-SEED
G e n e r a t e t h e d e t a i l e d d e s c r i p t i o n o f a {DURATION_TARGET}

second memorable a d v e r t i s e m e n t t i t l e d "{TITLE_TARGET}"
f o r t h e b rand {BRAND_TARGET}

11.3 Mistral prompt for filtering marketing ads

Listing 16: Mistral Prompt for Ad Filtering
" Based on t h e t o p i c _ t a g s _ v o c a b = { ' p o l i t i c s ' : ' The a r t and

s c i e n c e o f g o v e r n i n g s o c i e t i e s and making d e c i s i o n s t h a t
a f f e c t c o l l e c t i v e i n t e r e s t s . ' , ' ma rke t ing ' : ' The p r o c e s s
o f promot ing , s e l l i n g , and d i s t r i b u t i n g p r o d u c t s o r
s e r v i c e s t o consumers , o f t e n i n v o l v i n g marke t r e s e a r c h ,
a d v e r t i s i n g , and b r a n d i n g s t r a t e g i e s . ' } p rov ided , p l e a s e
i d e n t i f y t h e t o p most r e l e v a n t t o p i c t a g from t h e
t o p i c _ t a g s _ v o c a b keys t h a t r e p r e s e n t t h e f o l l o w i n g
a d v e r t i s e m e n t based on c o n t e n t and page_name . P l e a s e use
on ly t h e most r e l e v a n t t a g and make s u r e t o choose from
p r o v i d e d t o p i c t a g s on ly . Do n o t i n c l u d e any o t h e r t a g s
n o t men t ioned i n t h e prompt . Answer wi th t h e most r e l e v a n t

t o p i c t a g on ly . The a d v e r t i s e m e n t i s p o s t e d by t h e page
Donald J . Trump and has t h e f o l l o w i n g c o n t e n t : [ '
P r e s i d e n t Trump i s coming t o town ! Get your f r e e t i c k e t s
now > > > '] . Answer i n on ly p o l i t i c s o r m a r k e t i n g . "

c l e a n e d _ t e x t = " The a d v e r t i s e m e n t i s p o s t e d by t h e page {
page_name } and has t h e f o l l o w i n g c o n t e n t : { p a g e _ c o n t e n t
}"

12 Computing Infrastructure and
Hyperparameters

12.1 Modeling Memorability
All the experiments were conducted on 8x40 A100
instances. All experiments were performed lever-
aging DeepSpeed ZeRO stage-3 with cpu offload
(Ren et al., 2021; Rasley et al., 2020; Rajbhandari
et al., 2020) and Flash-attention (Dao et al., 2022)
with gradient-checkpointing (Chen et al., 2016) at
bf16 precision. We use AdamW as the optimizer
(with fused gelu), the learning rate was kept 2e-5 for
all experiments. The maximum context length for
image-only datasets is 500, including public video
datasets is 800 and including our dataset is 2048. The
corresponding batch sizes are 32,16,8. The gradient
accumulation is set to 1 and weight decay is disabled.
The warmup steps are set to 20 and residual dropout
was kept at 0.25. We train all models for two epochs,
but use the checkpoint with best validation spearman
correlation.

For all experiments, where we combine datasets,
we use a custom sampler to account for dataset im-
balance, that ensures a maximum proportion of the
dataset in an epoch, here are the maximum propor-
tions. For validation we take 5% of each dataset. We
use the provided test splits for public datasets and we
use a 15% test split for our dataset

12.1.1 Images
1. Lamem 50%

2. Memcat 100%

3. SUN 100%

12.1.2 Videos
1. VideoMem 75%

2. Memento 75%

3. AdsData 100%

4. MediaEval 100%

12.2 Generating Memorable Ads
All the experiments were conducted on 8x80 A100
instances. All experiments were performed leverag-
ing DeepSpeed ZeRO stage-2, Flash Attention and
Gradient-Checkpointing. α = 0.001, awac_scale=
1, γ = 0.99, β = 0 cql_scale= 0.1

12.2.1 Inference hyperparameters
β = 4, temperature= 0.8, steps_for_target_sync 10,
τ = 0.7, two_qs: True, lr=1e-5

13 License and Terms of Release

LAMBDA and UltraLAMBDA are sourced from
brand videos from YouTube, Facebook Ads, and
CommonCrawl. The dataset annotations and video
links contained in LAMBDA and UltraLAMBDA
will be released under CC BY-NC 4.0 license. The
videos themselves are released as per their creators’
licenses. The videos or the released data do not
contain or disclose any identities of their annota-
tors or any specific persons. Since it is handcrafted,
LAMBDA makes sure that none of the videos are
offensive; UltraLAMBDA being sourced from the
internet is noisier. While the videos themselves orig-
inate from brands, the content of some brands may
seem offensive to certain people.

We used Llama, GMHRA, ViT, EVA-CLIP, and
Qformer models in accordance with their licenses to
train Henry.
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Figure 10: Airbnb advertisement showing the visual concepts of two adults, and the text “Our guest room is paying for our wedding”.
“World knowledge” captured by LLMs helps identify the two adults as partners, and helps relate the text with the two adults and the
Airbnb logo to infer what the ad is talking about.

Figure 11: The top three rows show the keyframes from videos in our dataset, LAMBDA, arranged from most to least memorable.
The bottom two rows show brands arranged from the most memorable brands to the least.
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