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ABSTRACT

There are two common ways in which developers are incorporating proprietary and domain-specific
data when building applications of Large Language Models (LLMs): Retrieval-Augmented Genera-
tion (RAG) and Fine-Tuning. RAG augments the prompt with the external data, while fine-Tuning
incorporates the additional knowledge into the model itself. However, the pros and cons of both
approaches are not well understood. In this paper, we propose a pipeline for fine-tuning and RAG, and
present the tradeoffs of both for multiple popular LLMs, including Llama2-13B, GPT-3.5, and GPT-4.
Our pipeline consists of multiple stages, including extracting information from PDFs, generating
questions and answers, using them for fine-tuning, and leveraging GPT-4 for evaluating the results.
We propose metrics to assess the performance of different stages of the RAG and fine-Tuning pipeline.
We conduct an in-depth study on an agricultural dataset. Agriculture as an industry has not seen
much penetration of AI, and we study a potentially disruptive application - what if we could provide
location-specific insights to a farmer? Our results show the effectiveness of our dataset generation
pipeline in capturing geographic-specific knowledge, and the quantitative and qualitative benefits of
RAG and fine-tuning. We see an accuracy increase of over 6 p.p. when fine-tuning the model and this
is cumulative with RAG, which increases accuracy by 5 p.p. further. In one particular experiment,
we also demonstrate that the fine-tuned model leverages information from across geographies to
answer specific questions, increasing answer similarity from 47% to 72%. Overall, the results point
to how systems built using LLMs can be adapted to respond and incorporate knowledge across a
dimension that is critical for a specific industry, paving the way for further applications of LLMs in
other industrial domains.

Keywords GPT-4 · Agriculture · Retrieval Augmented Generation · Fine-tuning

1 Introduction

Over the past few years, artificial intelligence and natural language processing have seen significant advancements,
leading to the development of powerful large language models (LLMs) such as the Generative Pre-trained Transformer
(GPT). The technology driving LLMs, including advanced deep learning techniques, large-scale transformers, and
vast amounts of data, have propelled their rapid evolution. Models like GPT-4 (OpenAI, 2023) and Llama 2 (Touvron
et al., 2023b) have demonstrated exceptional performance across numerous tasks and domains, often without specific
prompts. These models surpass their predecessors and hold immense potential in various fields like coding, medicine,
law, agriculture, and psychology, closely approaching human-level expertise (Bubeck et al., 2023; Nori et al., 2023;
Demszky et al., 2023). As LLM research continues, it is critical to identify their limitations and address the challenges
of developing more comprehensive artificial general intelligence (AGI) systems. Moreover, the machine learning
community must move beyond traditional benchmarking datasets and evaluate LLMs in ways that closely resemble
human cognitive ability assessments.

The adoption of Artificial Intelligence (AI) copilots across various industries is revolutionizing the way businesses
operate and interact with their environment. These AI copilots, powered by LLMs, provide invaluable assistance in
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data processing and decision-making processes. In healthcare, for example, AI copilots are being leveraged to predict
patient risks and improve diagnostic accuracy (Kim et al., 2023; Thirunavukarasu et al., 2023; Alowais et al., 2023). In
manufacturing, they aid in enhancing operational efficiency, reducing downtime, and improving product quality (Vanti,
2023; Li et al., 2023). In the realm of finance, AI copilots help in fraud detection, risk management, and investment
decision-making (AI4Finance-Foundation, 2022; Solutions, 2022). By harnessing the power of AI copilots, industries
can drive innovation, optimize performance and gain a competitive edge.

Despite these advancements, the application of AI in specific fields such as agriculture is still limited due to a lack
of specialized training data. While AI has been used to derive insights from satellite imagery and sensor data in
agriculture (Vasisht et al., 2017; Chandra et al., 2022; Microsoft, 2021; Zhao et al., 2023; Kumar et al., 2021; Sharma
et al., 2023), the technology is still slowly being adopted by farmers. While GPT-4 and Bing are powerful tools for
finding information, they may not provide the best solutions for farmers who have very specific questions about their
crops and livestock. These questions often require knowledge of local conditions, specific varieties, and up-to-date data
that might not be readily available through general search engines (Silva et al., 2023). As an example, Table 1 compares
the answers from GPT-4 and an agronomist expert to the same query asked for three different U.S. states. While an
expert would provide contextualized answers grounded on the states specific climate and agriculture tradition, LLMs
provide a generic answer that, although correct, is not as precise for each state as the expert answer.

In this paper, we introduce a new focus: the creation of AI copilots for industries that require specific contexts and
adaptive responses, such as the agriculture industry. We propose a comprehensive LLM pipeline to generate high-quality,
industry-specific questions and answers. This approach involves a systematic process comprising the identification and
collection of relevant documents encompassing a wide range of agricultural topics. These documents are then cleaned
and structured to facilitate the generation of meaningful Q&A pairs using the base GPT model. The generated pairs are
subsequently evaluated and filtered based on their quality. Our goal is to create a valuable knowledge resource for an
specific industry, with a case study in agriculture with the goal of ultimately contributing to the advancement of this
crucial field.

The proposed pipeline aims to generate domain-specific questions and answers catering to professionals and stakeholders
in an industry where answers from a copilot are expected to be grounded by relevant industry-specific factors. In the
case of our agriculture study, we are aiming to generate geography-specific answers. For this, our starting point is
an agriculture dataset, which is fed into three main components: Q&A generation, Retrieval-Augmented Generation
(RAG) (Lewis et al., 2020), and fine-tuning process. The Q&A generation creates question and answer pairs based
on the information available in the agriculture dataset, while RAG uses it as a knowledge source. The generated data
is then refined and used to fine-tune several models while their quality is evaluated using a combination of proposed
metrics. Through this comprehensive approach, we aim to harness the power of LLMs for the benefit of the agriculture
industry and its stakeholders.

In this paper, we make several noteworthy contributions to the understanding of LLMs in the agriculture domain. These
contributions can be itemized as follows:

• Comprehensive evaluation of LLMs: we conducted an extensive evaluation of large language models,
including LlaMa2-13B, GPT-4 and Vicuna (Zheng et al., 2023), in answering agriculture-related questions.
This was done using benchmark datasets from major agriculture producer countries. Our evaluation included
the complete fine-tuning and RAG pipeline, each with its own set of metrics. The findings from this evaluation
provide a crucial baseline understanding of the performance of these models within the agricultural context.
Moreover, we conduct evaluations that demonstrate the impact of spatial shift on the knowledge encoded by
existing LMs and the improvements offered by spatially-scoped fine-tuning. In our analysis, GPT-4 consistently
outperformed other models, however the cost associated with its fine-tuning and inference needs to be taken
into consideration.

• Impact of retrieval techniques and fine-tuning: we investigated the impact of retrieval techniques and
fine-tuning on the performance of LLMs. The study revealed that both RAG and fine-tuning are effective
techniques for improving the performance of LLMs. RAG was shown to be highly effective in instances where
data is contextually relevant, such as in the interpretation of farm data, while also leading to more succinct
responses than the base model. Fine-tuning, on the other hand, was found to be useful in teaching the model
new skills specific to the agricultural domain, and providing more precise and succinct responses. However,
the high initial cost due to the extensive work required to fine-tune the model on new data is a significant
consideration.

• Implications for potential uses of LLMs in different industries: this research serves as a pioneering step in
establishing a pipeline for the application of RAG and fine-tuning techniques in LLMs, fostering innovation
and collaboration across multiple industries. With our initial focus on agriculture, we demonstrated how these
strategies can lead to more efficient models starting from the Q&A generation process. The insights gained
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State What is the best times to plant trees and shrubs in ?

GPT-4 answers

Arkansas The best time to plant trees and shrubs in Arkansas is during the fall and early spring
seasons. Planting in the fall (October to November) allows the roots to establish
themselves before the hot summer temperatures arrive. Early spring (February to
March) is also a good time to plant, as it gives the plants a chance to grow and establish
themselves before the summer heat sets in.

Connecticut The best time to plant trees and shrubs in Connecticut is during the early spring and
fall seasons. Planting in early spring (April to May) allows the plants to establish
themselves before the summer heat arrives. Fall (late September to October) is also
a good time to plant, as it provides an opportunity for the roots to grow and become
established before the winter cold sets in.

Georgia The best time to plant trees and shrubs in Georgia is during the fall and early spring
seasons. Planting in the fall (October to November) allows the roots to establish
themselves before the hot summer temperatures arrive. Early spring (February to
March) is also a good time to plant, as it gives the plants a chance to grow and establish
themselves before the summer heat sets in.

Bing Chat answers

Arkansas The best time to plant trees and shrubs in Arkansas is generally in the fall. More
specifically, September through October is often recommended. This allows enough
time for the plants to establish strong roots before the ground starts to freeze. However,
spring can also be a good time to plant when soil temperatures are mild.

Connecticut The best time of the year to plant most trees and shrubs is in the fall. The cooler
temperatures are easier on the trees and shrubs than the harsh summer heat, and the
autumn rain helps them establish a stronger root system.

Georgia The best time to plant trees and shrubs in Georgia is during the fall and winter months.
Trees planted in November and December have time to produce new roots before
having to supply water to lots of thirsty leaves next spring

Expert’s answers

Arkansas The best times to plant trees and shrubs are in the spring and fall. Spring planting is
recommended because the soil is typically moist and warm, allowing for easy digging
and root growth.

Connecticut The best time to plant shrubs in shady areas is during late winter or early spring in
well-prepared soil.

Georgia The best time to plant trees and shrubs is in the fall, specifically during the dormant
season, which is when the plant has just entered dormancy or is in full dormancy.

Table 1: Comparison of GPT-4, Bing Chat, and expert’s answers for an example query (“What is the best times to plant
tress and shrubs?”), considering three locations (Arkansas, Connecticut, and Georgia). GPT-4 is not able to incorporate
location-specific knowledge, providing the same answer in all cases without considering geographical particularities.
Enhanced by a search engine, Bing Chat does a better job adapting the answer to each location, but the expert’s answers
are still more precise.
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from this study could be applied to other sectors, potentially leading to the development of more efficient AI
models for a variety of applications. For instance, one potential application could be in the development of AI
copilots for different industries, where the ability to provide accurate, relevant and succinct responses to user
queries is paramount.

The remainder of this work is organized as follows. Section 2 presents the methodology in detail, including the data
acquisition process, information extraction procedure, question and answer generation, and fine-tuning of the model.
We then describe in Section 3 the dataset used in the study, which includes data from the USA, Brazil, and India.
In Section 4, we outline the metrics used to evaluate the effectiveness of the proposed methodology, focusing on
both question and answer evaluation. Section 5 presents a comprehensive evaluation of various models and their
performance in generating question-answer pairs within the context of agricultural data, using these for RAG on GPT-4,
Vicuna (Zheng et al., 2023) and Llama2 13B (Touvron et al., 2023a,b) and fine-tuning of GPT-4 and Llama2 13B.
Finally, we conclude with a summary of the main findings and possible directions for future research in Section 6.

2 Methodology

The methodology proposed in this paper revolves around a pipeline designed to generate and evaluate question-answer
pairs for building domain-specific copilots. The proposed pipeline is shown in Figure 1.

The pipeline begins with data acquisition, described in Section 2.1. The initial focus is on gathering a diverse and
curated dataset pertinent to the industry domain. This includes sourcing data from various high-quality repositories
such as government agencies, scientific knowledge databases, and proprietary data, if needed. The details of potential
data sources and the types of documents selected are exemplified and further elaborated in Section 3.

Following data acquisition, the pipeline proceeds to extract information from the collected documents. This step is
crucial as it involves parsing complex and unstructured PDF files to recover the underlying content and structure. This
process, detailed further in Section 2.2, employs robust text extraction tools and machine learning algorithms to recover
textual, tabular, and visual information, while also identifying the semantic structure of the documents and possible
cross-relations in them.

The next component of the pipeline is question and answer generation. The objective here is to generate contextually
grounded and high-quality questions that accurately reflect the content of the extracted text. The methodology employs
a framework to control the structural composition of both inputs and outputs, thereby augmenting the overall efficacy of
response generation from language models. This part of the process is detailed in Section 2.3.

Subsequently, the pipeline generates answers for the formulated questions. The methodology employed here leverages
Retrieval-Augmented Generation (RAG), which combines the power of retrieval and generation mechanisms to create
high-quality answers. The answer generation process is discussed further in Section 2.4.

Finally, the pipeline fine-tunes the models with the Q&A pairs. The optimization process, discussed in the Section 2.5,
employs methods like Low Rank Adaptation (LoRA) (Hu et al., 2021) and ensures a comprehensive understanding of
the content and context of the scientific literature, making it a valuable resource for various domains or industries.

In the following sections, we will delve deeper in each components of the pipeline, highlighting their objectives, inputs
and outputs, and reasoning behind why they were added to the pipeline.

2.1 Data Acquisition

The initial focus of the pipeline is to gather an assorted and well-curated dataset that captures information of interest to
an industry. This enables the generation of questions and answers, forming the foundation for refining the models to
produce more precise and pertinent responses. For this step, we seek data sources that contain high-quality, authoritative
information on the topic of interest. For example, in agriculture, this includes agricultural and environmental government
agencies, scientific knowledge repositories, and agronomist exams databases. It is also important that the information
extracted to be aligned with the grounding that will be provided to the model. For instance, in the case of agricultural
data, we sourced guidelines and procedures that were geography-specific, i.e. with a shared location among documents.
We provide further details on the sources and type of documents selected for this step in Section 3.

With authoritative sources defined, web scraping tools come into play to gather the required data. We employed web
scraping frameworks, including Scrapy (Zyte, 2023) and BeautifulSoup (BeautifulSoup, 2023), to parse through the
websites, uncovering all available documents and downloading the relevant files.
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Figure 1: Methodology pipeline. Domain-specific datasets are collected, and the content and structure of the documents
are extracted. This information is then fed to the Q&A generation step. Synthesized question-answer pairs are used to
fine-tune the LLMs. Models are evaluated with and without RAG under different GPT-4-based metrics.

2.2 PDF Information Extraction

In our study, the extraction of information and text structure from the collected documents is critical to the quality of
the subsequent steps. However, this is a challenging task as the primary purpose of PDFs is to accurately display a
document across different systems, and not for easy information extraction. The underlying structure of a PDF file
does not map onto the logical structure of a document, i.e., sections, subsection, and associated content. Additionally,
with documents originating from various sources, we observe their layouts and formatting to be complex and lack
standardization, often presenting a mixture of tables, images, sidebars, and page footers. We present in Figure 2 an
example of a PDF file in our dataset.

With this in mind, the main objective of this step of the pipeline is to address the complexities inherent in processing
data derived from a range of formatted PDF documents. This is achieved by leveraging robust text extraction tools and
machine learning algorithms that employ advanced natural language processing techniques. The focus is not only in
recovering the content of each file, but also its structure. Among other things, we are interested in discovering what are
the sections and subsections, parsing the information presented in tables and diagrams, identifying cross-references
within the document, and linking images with their caption and description. By retrieving the organization of the
document, we can easily group information, reason over numerical data present in tables, and provide more consistent
snippets of the text to the Q&A generation step. It is also very important that all available information is extracted from
the document, with well-formed sentences.

There are multiple tools available online that extract information from PDFs (PDF2Text, 2023; PyPDF, 2023). However,
many of them lack the ability to retrieve content in a structured way. For example, pdf2text is an open-source Python
library offering methods to iterate over PDF’s pages and recover the textual information. We provide in Listing 1 the
output of pdf2text over the document from Figure 2. The library is able to recover the textual information, but markers
representing the beginning of a section or subsection are lost within the retrieved data, hindering our ability to reason
over the document structure. Captions of tables and figures are also lost in conversion but sometimes contain critical
information for the understanding of the document.

Considering this, we employed GROBID (GeneRation Of BIbliographic Data) (GRO, 2008–2023), a machine learning
library specifically tailored for extracting and processing data from scientific literature in PDF format. The goal is to
transform unstructured PDF data into structured data in the form of TEI (Text Encoding Initiative) format (Consortium,
2023), efficiently managing large volumes of files. The use of GROBID, trained on a vast corpus of scientific articles,
enables the recognition of a wide array of document elements and extraction of associated bibliographic data. We
illustrate its capabilities in Listing 2 with the output of GROBID for the document from Figure 2.

From the GROBID-generated TEI files, we extracted a subset of the sections of the TEI files comprising the document
metadata (title, authors, abstract), sections, tables, figure references, bibliography, and the content itself. Crucially, this
phase underscores the belief that the structure of the text is as important as its content. The final objective is to convert
the TEI files into more manageable JSON files that preserve not only the content, but also the structure of the original
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Figure 2: Example of a document from Washington state present in our dataset. The diverse layouts of PDF files, which
often include textual and visual data, pose a significant challenge in terms of extracting not just the content, but also the
underlying structure.
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5871Introduction
Georgine Yorgey, Washington State University
Chad Kruger, Washington State University
The Pacific Northwest is an important wheat production region. In 2015, the
National Agricultural Statistics Service indicated that Washington, Idaho,
and Oregon harvested more than 240 million bushels of wheat, worth an estimated 1.3 billion.

The major areas of production in the inland

Listing 1: Text extracted from the PDF presented in Figure 2 using PDF2text. Structural markers, such as the
“Introduction” section header, end up lost within the parsed text.

PDFs. This approach ensures a comprehensive understanding of the content and context of the scientific literature,
making it a valuable resource for various domains or industries.

2.3 Question Generation

The initial focus of this section of the pipeline is to manage the inherent complexity and variability of natural language
when generating questions from the extracted text. We aim to generate contextually grounded and high-quality questions
that accurately reflect the content of the extracted text. For this, we employ the Guidance framework (Gui, 2023), whose
primary advantage lies in its capacity to provide unparalleled control over the structural composition of both inputs and
outputs, thereby augmenting the overall efficacy of response generation from language models. This degree of control
results in outputs that are not only more precise, but also exhibit enhanced coherence and contextual relevance. The
framework’s capability to amalgamate generation, prompting, and logical control into a singular, unified process closely
parallels the inherent mechanisms of language model text processing. Moreover, the unique feature of Guidance that
enables the direction of language models via context-specific prompts, contributes to a heightened level of semantic
relevance in the resultant text. In our case, this ensures the questions will carry semantic relevance to the source text
while taking into account the context extracted from the JSON files.

First, we augment the content and structure of available documents by explicitly adding supporting tags from the text.
We formulated prompts to extract a list of locations and agronomic topics mentioned in each section of the document
(e.g., if that section refers to crops, cattle, or diseases), as exemplified in Listing 3, and task the LLM model to answering
them based on the data extracted from the JSON files. The aim is to use of the the additional information, including
locations and mentioned topics, to ground the generation process, enhancing the relevance of the questions and guiding
the model to cover a wide range of topics and challenges.
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{
"grobid_version": "0.7.3",
"grobid_timestamp": "2023-07-04T13:05+0000",
"language_code": "en",
"citations": [

{
"authors": [

{
"given_name": "J",
"surname": "Abatzoglou",
"name": "J T Abatzoglou"

},
{

"given_name": "T",
"surname": "Brown",
"name": "T J Brown"

}
],
"index": 0,
"id": "b0",
"date": "2012",
"title": "A Comparison of Statistical Downscaling Methods Suited for Wildfire

Applications",
"journal": "International Journal of Climatology",
"volume": "32",
"issue": "5",
"pages": "772-780"
...
{

"title": "Introduction",
"content": [

"Climate has always had a dominant influence on dryland production in this
region, shaping crop choices, agronomic management systems, and
conservation efforts. Though farmers are already highly skilled managers
in the context of variable temperature and precipitation patterns,

climate change is expected to add uncertainty, stretching the limits of
existing management systems. Projected climate change also brings new
urgency to questions of sustainability, as changing seasonal climate
patterns may exacerbate conditions that have been historically linked to
major soil erosion events in the region.",

],
"refs": []...

}
}

}

Listing 2: JSON file extracted from the PDF of Figure 2. We use GROBID (GRO, 2008–2023), which can extract the
content and some of the structure (e.g., section and subsection organization) from the document.
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Once obtained, we combine the supporting context and section content, prompting the LLM to generate a set of
questions based on them. We provide an example of the question generation prompt in Listing 4. The prompt includes a
system preamble that guides the LLM into formulating assessment questions related to industrial topics based on the
document content. Whereas the user portion provides few-shot examples of the types of expected questions, as well as
the content and supporting context used for generation. With this setup, the LLM generates a set of 5 to 15 questions
per section of the document.

Answer the following questions with a single Yes or No:

1. The text mentions a specific location (City/State/Country), yes or no?

2. The text mentions a specific crop, yes or no?:

3. The text mentions a specific cattle, yes or no?:

4. The text mentions a specific disease, yes or no?:

Answer the following questions with a python list, or return an empty python list:

1. If the text mentioned a location or locations, list them:

2. If the text mentioned a crop or crops, list them:

3. If the text mentioned a cattle or cattles, list them:

4. If the text mentioned a disease or diseases, list them:

Listing 3: Prompt used to identify supporting context (i.e., list of locations and agronomic topics mentioned) from a
document during question generation.

2.4 Answer Generation

We employ Retrieval-Augmented Generation (RAG) (Lewis et al., 2020), which is an innovative approach that combines
the power of retrieval and generation mechanisms, to create high-quality answers. RAG is particularly useful when
dealing with large and complex datasets, as it can effectively recover relevant information associated with a query and
use it to enhance the generation process.

The RAG pipeline begins by retrieving, for a given question, the most relevant documents or passages from our dataset.
The retrieval system employs techniques such as BM25, Dense Retrieval (Reimers and Gurevych, 2019; Ni et al., 2022),
and other advanced retrieval mechanisms. The retrieved documents serve as a knowledge source for the subsequent
generation phase. Once the relevant passages have been identified, the generation component comes into play. An
LLM takes the question and the retrieved information as inputs and generates a contextually appropriate answer. The
generation process is guided by the context provided by the retrieved documents, ensuring that the generated Q&A
pairs are accurate, relevant, and informative. More specifically, the generation process follows three steps:

• Embedding generation and index construction: we compute embeddings from text chunks extracted from the
PDF documents in our dataset, using sentence transformers (Reimers and Gurevych, 2019). We then used
Facebook AI Similarity Search (FAISS) (Johnson et al., 2019), a library for efficient indexing and similarity
search of vectors, to create a database of the embeddings.

• Retrieval: given a input question, we compute its embedding and retrieve the relevant chunks from the FAISS
database. This was done with the FAISS retrieval tool, similarity_search_with_score, which allowed us to
perform a similarity search that returned the top text snippets that were related to the question.

• Answer generation: with the question and the retrieved chunks as input, an LLM model was used to synthesize
an answer. Specifically, we provided the retrieved information from the FAISS database to GPT-4 as context
within a custom prompt, which allowed the generation of domain-specific answers. The answers were properly
formatted in a JSON file along with the associated questions to create the Q&A pair.
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{{#system~}}
You are an expert in agriculture and you are formulating questions from documents to assess

the knowledge of a student about agriculture-related topics.

You have access to the following document metadata encoded as JSON: {{context}}
{{~/system}}

{{#user~}}
An example of expected output follows:

Examples:
{examples}

The document is from {{source}} and has title: {{title}}

Add location (state, country) and crop information to each question, if possible.

Please formulate as many questions as possible to assess knowledge of the text below.

{{section}}

{{~/user}}

{{#assistant~}}
{{gen ’answer’ max_tokens=2000}}
{{~/assistant}}

Listing 4: Example of the question generation prompt for crop-related documents. When prompting the model, we
replace the {{context}} tag with the supporting information retrieved in the last step, as well as exchange the
{{source}}, {{title}}, {{section}} tags for the document source, title, and the section content, respectively. The
prompt was directly related to agriculture in our case, but should be adapted with domain-specific knowledge in other
scenarios.

2.5 Fine-tuning

The development of advanced AI language models involves the creation of datasets and the training of models with
varying capacities. In this case, a dataset consisting of questions and corresponding answers was generated from
Llama2-13b-chat (Touvron et al., 2023a,b) with RAG (Lewis et al., 2020). Several base completion models with
different sizes were trained, including Open-Llama-3b (Geng and Liu, 2023), Llama2-7b, and Llama2-13b. These
models were designed to predict answer tokens based on question prompts, while masking the prompt tokens to ensure
the models would not predict them.

In order to optimize the performance of these models, we employed a fine-tuning process using 8 H100 GPUs and
PyTorch’s fully-sharded data parallelism (FSDP) (Paszke et al., 2019). FSDP allows for the sharding of parameters,
optimizer states, and gradients, effectively reducing the memory requirements during training (Rajbhandari et al.,
2020). Each transformer module within the models functions as an FSDP module, with activation checkpointing (Chen
et al., 2016). The training process involved feeding each GPU a microbatch of 4 samples and accumulating gradients
over 4 microbatches, leading to an effective batch size of 128 samples per training step. The training was conducted
for 4 epochs, employing automatic mixed precision (Micikevicius et al., 2018) (AMP) with BFloat16, the Adam
optimizer (Kingma and Ba, 2017; Loshchilov and Hutter, 2019), a base learning rate of 2e-5, and a cosine learning rate
scheduler (Loshchilov and Hutter, 2017) with a linear warmup (Goyal et al., 2018) comprising 4% of the total number
of steps. The FastChat (Zheng et al., 2023) training script with flash-attention monkeypatching was used throughout the
training process.

Lastly, we also fine-tuned GPT-4 in this setting. Being larger and more expensive, our goal was to assess if the model
would benefit from additional knowledge in comparison to its base training. Due to its complexity and the amount of
available data, we used Low Rank Adaptation (LoRA) (Hu et al., 2021) for the fine-tuning process. This technique
provides an efficient way to adapt parameter-heavy models, requiring less memory and computational resources
compared to traditional re-training. By tuning a reduced set of parameters in the attention modules of the architecture, it
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embeds domain-specific knowledge from new data without losing knowledge gained during base training. In our study,
optimization was done for 4 epochs, with a batch size of 256 samples, and a base learning rate of 1e-4 that decayed as
training progressed. The fine-tuning was carried out on seven nodes, each with eight A100 GPUs, over a total runtime
of 1.5 days.

3 Dataset Overview

This study evaluates fine-tuned and RAG-enhanced language models using context-related questions and answers
originated datasets from three major crop producer countries: USA, Brazil and India. In our case, we are using
agriculture as the industrial setting as an example. Available data varied considerably in format and content, ranging
from regulatory documents, scientific reports, agronomic exams, to knowledge databases. In this section, we present
each dataset in more detail.

3.1 USA

We collected documents, handbooks, and reports publicly available online from the United States Department of
Agriculture (USDA), state agriculture and consumer services agencies, and partners from the Land-Grant Institutions
National Program. Available documents contain federal regulatory and policy information surrounding crop and
livestock management, information on diseases and best practices, quality assurance and export regulations, details on
assistance programs, as well as insurance and pricing guidelines. Collected data totals more than 23k PDF files with
over 50M tokens, representing 44 states in the USA. We downloaded and preprocessed these files, extracting the textual
information that could be used as input to the Q&A generation pipeline. To benchmark and evaluate the models, we
employed the documents related to the Washington state, which comprises 573 files with over 2M tokens. We present in
Listing 5 an example of content within these documents.

Title: 2009 Cost Estimates of Establishing and Producing Gala Apples in Washington

Section: Gala Apple Production in Washington

Since the first commercial plantings of Gala apples in the 1980s, the popularity of this
cultivar has grown exponentially. Production of Gala apples in the United States was
motivated by a desire to create export market opportunities, especially in East Asia,
where the variety is very popular (Economic Research Service, 2005). Subsequent imports of
lower-priced apples from China and other Asian markets, as well as rapid expansion of

acres, forced U.S. apple growers to also market these varieties domestically.

...

Listing 5: Example of a passage in one of the Washington state documents, focusing on the production of Gala apples.

3.2 Brazil

We used a dataset called "500 Questions 500 Answers - Embrapa/SCT" containing books with questions and answers
related to various aspects of crop cultivation and management in Brazil. The questions are text-based inquiries
formulated by a diverse group of stakeholders, including producers, farmers, and farming associations, and are
accompanied by responses from Embrapa specialists.

The dataset, "500 Questions 500 Answers - Embrapa/SCT" provides a valuable resource for farmers and agronomists to
improve their knowledge of various agricultural topics. The questions in the dataset are not presented in a multiple-
choice format, which requires a deeper understanding of the subject matter to generate accurate and relevant answers.
Although the questions often have no single correct answer, the dataset encompasses a wide range of topics essential
to both groups. The study highlighted the importance of understanding the nuances of agricultural topics and the
expertise required to evaluate the relevance and correctness of AI-generated answers. The Embrapa dataset aims to
foster sustainable agricultural practices and contribute to the overall knowledge base.

Listing 6 illustrates an example of an adapted question from the Embrapa dataset, demonstrating the challenges of
verifying the correctness of answers in this context. Since the dataset’s questions are not multiple-choice and often have
no single correct answer, assessing the accuracy of the models can be subjective.
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What are the symptoms and damages caused by the gall nematode in citrus plants?

Answer: The symptoms of the gall nematode in citrus plants include dysfunctionin the roots,
leading to smaller leaf size and marked chlorosis. This resultsin a reduction in production.
The growth of the main root may be paralyzed,causing a proliferation of lateral roots. In
severe infections, the plant maydie before the nematode completes its cycle. However, not all
citrus species are susceptible to this nematode, so it is essential to identify the species
and monitor it in the soil and roots.

Listing 6: Example of an adapted question from the Embrapa dataset, focusing on the symptoms and damages caused
by the gall nematode in citrus plants.

3.3 India

Farmer advisory (KVK Q&A portal) : The Krishi Vigyan Kendra (KVK) is a specialized agricultural extension
center in India, dedicated to the practical application of agricultural research in a local context. Its main objective
is to bridge the gap between research and practice. To support farmers, KVKs offer a variety of services, including
a helpline to address farmers’ questions. This data, which captures these interactions is available here: https:
//data.gov.in/datasets_webservices/datasets/6622307. We sourced data from 27 Indian states containing
a total of 100, 000 farmer queries between the years 2015 to 2022. Each record contains the following fields: growing
season (kharif/rabi), crop type, query type (weather related, government schemes, plant protection, seeds, agriculture
mechanization), farmer query, answer from the KVK, state and district name and, a timestamp. It’s worth noting that
both the questions posed by farmers and the responses provided by KVK are originally in the respective local state
languages. We used the Azure translation services to translate to English.

Vikaspedia : Vikaspedia https://vikaspedia.in/agriculture/ portal provides general information on various
aspects of agriculture and related topics. There is information on topics such as crop production, agricultural inputs,
agricultural exports, agricultural insurance, agro- enterprises, best practices, fisheries, forestry, organic farming, policies
and schemes, post harvest technologies, poultry, weather information, and more. It is a useful source of knowledge for
farmers, students, researchers, and anyone interested in agriculture.

Listing 7 an example question and answer from the India dataset. The answers from KVK are brief and consist of at
most one sentence. Using the Vikaspedia data, we enhanced the answers from KVK to make them more detailed and
clear for the farmers.

4 Metrics

The primary purpose of this section is to establish a comprehensive set of metrics designed to guide the quality
assessment of the Q&A generation process, particularly for the fine-tuning and RAG methodologies. A fundamental
principle in machine learning is that the quality of the model is strongly influenced by the quality of the dataset it is
trained on. In this context, to train or fine-tune a model that effectively generates high-quality Q&A pairs, we first need
a robust dataset. The inputs of our framework is the Q&A pairs along with their associated context, and the output a
quantification the quality of these pairs and, finally, of the fine-tuned model. The quality here is determined on a set of
parameters.

In the development of our metrics, several key factors must be taken into account. Firstly, the subjectivity inherent in
question quality presents a significant challenge. Since opinions vary on what constitutes a relevant, informative, or
engaging question, it’s crucial to devise metrics that can objectively evaluate quality amidst this subjectivity. Secondly,
the metrics must consider the dependency of a question’s relevance and usefulness on its context. A question that
provides valuable insights in one context may be deemed irrelevant in another, underscoring the need for context-aware
metrics.

Thirdly, we need to evaluate the diversity and novelty of the generated questions. A robust question generation system
should produce a wide array of questions covering various aspects of the given content. However, quantifying diversity
and novelty can be challenging, as it involves assessing the questions’ uniqueness and their similarity to the content
and other questions generated. Grammatical correctness and fluency are also vital elements of question quality. While
automated tools can evaluate grammatical correctness, assessing fluency often necessitates human judgment, making
it difficult to create a fully automated metric. Lastly, a good question should be answerable based on the provided
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Question: I’m a farmer from Bikaner, Rajasthan growing Citrus fruits and I want to know about
the nutriment management for Citrus. Can you tell me how to manage it?

Answer from the Indian farmer advisory: You can manage nutriment in Citrus by spraying Borex.
Use 4 gm per liter of water.

RAG Augmented Answer: Considering your location in Bikaner, Rajasthan, appropriate nutrient
management in Citrus fruits is crucial for good yield. Following are the practices to
manage nutrient in Citrus:

1. Firstly, ensure that your soil is well-drained and of shallow or medium depth. Deep heavy
soils with more than 60% clay content are not suitable for Citrus cultivation.

2. Secondly, it’s beneficial to incorporate organic matter into the soil. Organic matter, like
goat manure or farmyard manure, used in your cultivation process can provide necessary

nutrients for Citrus trees.
3. The role of micronutrients is also quite significant in citrus health and productivity.

Boron deficiency in citrus causes dieback of feeder roots, gumming and fruit cracking.
Application of Borax can effectively treat boron deficiency. Take a solution of Borax and
mix it with water at a ratio of about 4 grams per liter of water.

4. Periodic spraying of this Borax solution will aid in nutrient absorption by the citrus
plants and provide effective results.

5. Careful monitoring of the health of your plants can guide you in knowing when to apply
additional nutrient sprays and treatments. Please note that nutrient management may differ
according to the specific variety of Citrus you are growing, so it’s recommended to

consult with local agricultural institutions or experts when developing a comprehensive
nutrient management plan. Also, overuse or misuse of micronutrients could harm citrus
trees and the environment, so nutrient applications should always be based on a reliable
soil and plant analysis.

Listing 7: Example of an actual farmer question and answer from the KVK farmer advisory and, the RAG augmented
answer focusing on nutrient management of Citrus fruits.

content. Evaluating whether a question can be accurately answered using the available information requires a deep
comprehension of the content and the ability to identify relevant information that addresses the question.

In the existing literature, it’s common to find a wealth of metrics designed to evaluate the quality of answers. These
metrics play an indispensable role in ensuring that the answers provided by models are accurate, relevant, and effectively
address the questions posed. However, there is a notable gap when it comes to metrics specifically designed to assess the
quality of the questions themselves. Recognizing this lack, we have developed our metrics with a focus on evaluating
question quality. Given the pivotal role that questions play in driving meaningful conversations and generating useful
answers, it is equally important to ensure their quality as it is for the answers. This quantitative evaluation of the Q&A
sets will not only help in refining the generation process but also ensure the relevance and accuracy of the output,
ultimately enhancing the overall efficacy of our model. Our developed metrics aim to bridge this gap in the literature,
offering a comprehensive means of assessing question quality, which, we believe, will significantly contribute to the
advancement of the Q&A generation process.

4.1 Question Evaluation

Defining metrics to evaluate the quality of questions generated by large language models (LLMs) is a challenging task
due to several factors. The inherent complexity of natural language and the subjective nature of what constitutes a
"good" question make it difficult to establish a universally accepted set of metrics.

To overcome these challenges, researchers often resort to a combination of automated and human evaluation methods.
Automated methods, such as ROUGE Lin (2004) or BLEU Papineni et al. (2002) scores, can provide some insights into
the quality of the generated questions, while human evaluation can help assess more subjective aspects like relevance,
novelty, and fluency. Nevertheless, defining a comprehensive set of metrics for evaluating the quality of questions
generated by LLMs remains an open and complex problem in the field of natural language processing. The proposed
metrics are designed to provide a comprehensive view of the performance and effectiveness of a Q&A generation
system, allowing for targeted improvements and refinements and to filter the questions with low quality. The metrics we
have developed to evaluate the questions are as follows:
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Question Relevance
Score ↑

Explanation

How can adaptive management practices benefit
soil health in the inland Pacific Northwest?

5 The context heavily focuses on the challenges
faced by farmers in the inland Pacific Northwest
region and various strategies that can be adopted
to overcome those challenges. The farmer would
likely be interested in understanding how they
can manage and improve soil health in the re-
gion, given the challenges of soil erosion, soil
organic matter depletion, and consequent soil fer-
tility loss, and the book covers this topic in detail
in Chapter 2. Therefore, this question would be
highly relevant and informative for a farmer in
the region.

How can understanding insect pests’ distribution,
life cycle, and crop damage help in their manage-
ment in the inland Pacific Northwest?

1 The provided context does not mention anything
about insect pests, so it is unlikely that a farmer
would ask this question based on the given infor-
mation.

Table 2: Examples of Relevance scores 1 and 5 for questions generated and present in the WA state benchmark dataset.

Question Global
Relev.

Score ↑

Explanation

How can diversifying or intensifying cropping
systems benefit growers in the inland Pacific
Northwest?

5 This question is highly informative and is likely to
be asked by a farmer in the inland Pacific North-
west region who wants to optimize their crop
yields and profitability. By asking this question,
the farmer wants to understand how diversifying
or intensifying their cropping systems can benefit
them in the long run.

What is the purpose of downscaling global cli-
mate models (GCMs) in regional studies?

1 While climate change affects farming, this ques-
tion is too technical in nature and not directly
related to farming activities. It is unlikely that a
farmer would ask this question.

Table 3: Examples of Global Relevance scores 1 and 5 for questions generated and present in the WA state benchmark
dataset.
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• Relevance: To measure the informativeness of a generated Q&A pair from the perspective of a farmer, we
employ Large Language Model (LLMs) - namely GPT-4 - to rate the question on a scale of 1 to 5, with 5 being
a question that would be asked by a farmer and 1 a question that would not, given the context. This metric
ensures that the generated content is relevant and accurate to the target audience, considering all provided
information. An example is provided in Table 2.

• Global Relevance: To measure the informativeness of a generated Q&A pair from the perspective of a farmer
without considering any context, we employ Large Language Model (LLMs) - namely GPT-4 - to rate the
question on a scale of 1 to 5, with 5 being a question that would be asked by a farmer and 1 a question that
would not. This metric ensures that the generated content is relevant and accurate to the target audience. An
example is provided in Table 3.

• Coverage: To gauge whether the generated answers can be directly extracted from the provided context and
how well the model avoids hallucinating, we use LLMs to rate the answerability of each Q&A pair on a scale
of 1 to 5. The prompt was the following: “Your task is to rate from 1 to 5 if the answer can be extracted from
the context and the question”. A higher score indicates that the answer can be more reliably extracted from
the context, ensuring the model’s output is grounded in the available information. An example is provided in
Table 4.

• Overlap: To assess the semantic similarity between the generated question and the source text/section, we use
Kullback-Leibler (KL) divergence as a measure. KL divergence is an asymmetric measure that quantifies the
difference between two probability distributions, in this case, the word probability distributions of the source
text and the concatenated questions. By leveraging the smoothed counts of words in the texts, this method
allows for a more nuanced comparison of their semantic content. A lower KL divergence value indicates a
higher degree of semantic overlap between the questions and the text, which is desired for effective Q&A
generation.

• Diversity: We also aim to evaluate the variety of questions generated by the system. To do this, we Word
Mover’s Distance (WMD) as a measure. Word Mover’s Distance (WMD) is a powerful metric for measuring
the semantic similarity between two documents or text samples (Kusner et al., 2015). It is based on the
concept of optimal transport, which seeks to find the most efficient way to "move" the content of one document
to another in terms of the semantic meaning of their words. WMD leverages word embeddings, such as
Word2Vec or GloVe, which represent words as high-dimensional vectors capturing their semantic meaning.
These embeddings enable the computation of distances between words in a continuous semantic space,
allowing for a more nuanced comparison of the meanings of two text samples. A smaller WMD value indicates
a higher degree of overlap in meaning between the question and the text, which is desired for effective Q&A
generation. We then compute a similarity matrix between all generated questions. By calculating the average
of the off-diagonal elements in this matrix, we can obtain a measure of diversity. A smaller average value
indicates greater similarity among questions and, therefore, less diversity.

• Details: We assess the level of detail in both the generated questions and answers by counting the number of
tokens (words) in each. This metric provides insight into the depth and specificity of the content generated by
the Q&A system. By employing these metrics, we can effectively evaluate and refine the Q&A generation
process, ensuring that the generated content is informative, relevant, diverse, and grounded in the source
material. This will ultimately lead to a more useful and effective Q&A generation system for the target
audience.

• Fluency: Finally, we use the fluency metric that leverages large language models, such as GPT-4, to assess
fluency and coherence. By preparing a prompt that instructs the AI to rate a given question on a scale
of 1 to 5 and provide an explanation, the model can generate insightful scores for each question. After
appending the generated question to the prompt, submitting it to GPT-4, and parsing the response to extract the
fluency score and explanation, the results can be stored for further analysis. This approach effectively utilizes
GPT-4’s language understanding capabilities to assess the quality of generated questions, aiding in refining
question-generation models and selecting the best questions for specific applications. An example is provided
in Table 5.

4.2 Answer Evaluation

Evaluating answers generated by LLMs is challenging due to their tendency of generating long, informative, and
conversational answers. Traditional metrics are unsuitable to evaluate this type of answers (Kamalloo et al., 2023;
Adlakha et al., 2023). Recent works have shown that LLMs themselves are judges that display high agreement with
humans (Chiang and Lee, 2023; Dubois et al., 2023) and can be used directly or in conjunction with other techniques
to evaluate answers to questions with or without context (Min et al., 2023). There is also promise in fine-tuning
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Question Coverage
Score ↑

Explanation

What are the potential impacts of climate change
on dryland wheat production systems in the in-
land Pacific Northwest?

5 The context provides specific information on cli-
mate change impacts on dryland wheat produc-
tion systems in the inland Pacific Northwest, in-
cluding temperature-induced drought conditions
and increased frequency and severity of extreme
weather events. The context also notes how cli-
mate change may exacerbate historical conditions
linked to soil erosion events in the region.

How does the topography of the Pacific North-
west influence the region’s climate and agricul-
tural zones?

1 The context provides information about wheat
production, climate change, soil health, tillage
systems, crop residue management, rotational di-
versification, soil fertility, soil amendments, preci-
sion agriculture, weed management, and disease
management in the region, but it does not directly
address the influence of the topography on the
climate and agricultural zones.

Table 4: Examples of Coverage scores 1 and 5 for questions generated and present in the WA state benchmark dataset.

Question Fluency
Score ↑

Explanation

How do wind and water erosion impact the cereal-
producing regions of the Inland Pacific North-
west?

5 The question is fluent, coherent, and makes sense.
It is a clear and specific question that is directly
related to the concerns and interests of farmers
who produce cereals in the Inland Pacific North-
west. It demonstrates an understanding of the
potential threats posed by wind and water erosion
to crop production and suggests a desire to learn
more about these issues in order to mitigate their
impact on agricultural productivity.

Why has the reliability of the Haney’s test been
questioned?

3 The question is coherent and makes sense, but
it lacks context. It is unclear what Haney’s
test refers to and what the question is trying to
achieve.

Table 5: Examples of Fluency scores 3 and 5 for questions generated and present in the WA state benchmark dataset.
One should note that almost no values below 3 were obtained.
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Question Coherence
Score ↑

Answer

What are the negative effects
of wind erosion on soil?

5 Wind erosion can have several negative effects on soil, including:
1) Loss of topsoil: Wind erosion can lead to the loss of topsoil,
which can negatively impact crop productivity and soil fertility.
2) Airborne pollutants: Wind-blown dust and soil particles can
be considered airborne pollutants and can pose a human health
hazard. 3) Decreased water quality: Eroded soil can be deposited
into surface water, affecting water quality and potentially harming
aquatic life. 4) Reduced soil organic matter: Wind erosion can
lead to the loss of soil organic matter, which can negatively impact
soil fertility and structure. 5) Negative impact on root zone and
seedbed environments: Wind erosion can reduce the water storage
potential of soil and negatively influence root zone and seedbed
environments, leading to reduced crop productivity.

Expert answer Here are five key negative effects of wind erosion on soil: 1)
Nutrient Loss: Wind erosion often removes the nutrient-rich top-
soil, which is vital for plant growth, leading to poorer crop yields.
2) Soil Degradation: The removal of fine particles and organic
matter leaves behind a coarser soil, less able to retain water and
therefore less fertile. 3) Environmental Impact: Dust and particles
carried away by wind erosion can degrade air quality, affecting
human, animal, and plant health. 3) Ecosystem Disruption: The
physical changes caused by wind erosion can disrupt ecosystems
and lead to habitat loss for some species. 5) Economic Costs:
The consequences of wind erosion, such as reduced agricultural
productivity and health impacts, can have significant economic
costs.

What is the effect of ensil-
ing on the levels of nitrates
and sulfur-containing com-
pounds in canola?

1 Ensiling canola increases the levels of nitrates and sulfur-
containing compounds.

Expert answer Ensiling can reduce both nitrate levels and sulfur-containing com-
pounds in canola. This happens as microorganisms during the
fermentation process convert nitrates into proteins and break
down some sulfur compounds. The extent of reduction can vary
based on specific ensiling conditions.

Table 6: Examples of Coherence scores 1 and 5 for answers generated using a fine-tuned Llama2-13b model and the
expert answer for each question.

LLMs as judges for open-ended scenarios (Zhu et al., 2023). In this work, we have used the AzureML Model
Evaluation (Microsoft, 2023), with the following metrics to compare the generated answers with ground truth:

• Coherence: Comparison of coherence between ground truths and predictions given the context. The metric
provides a score between one to five, where one means that the answer lacks coherence and five means the
answer has perfect coherency. An example is provided in Table 6.

• Relevance: Relevance measures how well the answer addresses the main aspects of the question based on
the context. The metric rates from 1 to 5, where 5 means the answer has perfect relevance. An example is
provided in Table 7.

• Groundedness: The metric defines weather the answer follows logically from the information contained in
the context or not and provides and integer score to determine how grounded the answer is. An example is
provided in Table 8.
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Question Relevance
Score ↑

Answer

What is the purpose of collecting soil compaction
data?

5 The purpose of collecting soil compaction data
is to determine the extent of soil compaction,
which can help farmers make informed decisions
about soil management practices and improve
long-term soil health.

What is the only species of spider documented as
venomous to humans in the Pacific Northwest?

1 Based on the information provided, the only
species of spider documented as venomous to
humans in the Pacific Northwest is the Pacific
Rattlesnake, Crotalus oreganus oreganus.

Table 7: Examples of Relevance scores 1 and 5 for answers generated using a fine-tuned Llama2-13b model.

Question Groundedness
Score ↑

Answer

What are some potential impacts of weed
control on wildlife in Christmas tree farms?

5 Weed control in Christmas tree farms can have
both positive and negative impacts on wildlife.
On the one hand, weed control can improve the
overall health and vigor of the trees, leading to in-
creased survival rates and better tree-to-land ratio.
This can have a positive impact on wildlife, as it
can provide more habitat and food resources for
various species. However, the use of herbicides
for weed control can also have negative impacts
on wildlife. For example, the loss of weeds can
lead to a decrease in food resources for some
species, such as birds and small mammals, which
may rely on weeds for food and shelter. Addition-
ally, the use of herbicides can have unintended
consequences, such as harming beneficial insects
or other wildlife species. It is important to con-
sider the potential impacts of weed control on
wildlife when making management decisions in
Christmas tree farms. Integrated pest manage-
ment (IPM) strategies that include a combination
of cultural, biological, and chemical controls can
help minimize the risks to wildlife while achiev-
ing effective weed control.

What are some benefits of quinoa? 1 Quinoa is a good source of protein, fiber, miner-
als, and B vitamins. It is gluten-free and can be
used as a substitute for rice or couscous. It is also
high in antioxidants and has been shown to lower
cholesterol and blood sugar levels. Additionally,
quinoa is a good source of essential fatty acids
and has been used to help people lose weight.

Table 8: Examples of Groundedness scores 1 and 5 for answers generated using a fine-tuned Llama2-13b model.
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• Completion: Number of tokens in each answer.

4.3 Model Evaluation

Evaluation of fine-tuned LLM’s poses a significant challenge, as human evaluation is expensive, and the correctness of
technical answers can be difficult for non-experts to determine. To evaluate the different fine-tuned models, we used
GPT-4 as an evaluator. GPT-4 was used to generate approximately 270 question and answer pairs from the agriculture
documents as the ground truth dataset. Answers for each FT and RAG model were generated for these questions. To
ensure the consistency of GPT-4 as an evaluator, we prompted GPT-4 five times per evaluation to measure the variance
in responses. The LLMs were evaluated across a number of different metrics:

• Evaluation with Guideline: For each Q&A ground truth pair, GPT-4 was prompted to generate an evaluation
guideline, to list what a correct answer should contain. Then, GPT-4 was prompted to score each answer from
0 to 1, based on whether it fulfilled the criteria in the evaluation guideline. One example is shown bellow:

Question: What is the life cycle of the Cherry Bark Tortrix?

Answer: The Cherry Bark Tortrix produces one prolonged generation per year, with the adult
flight period extending from May to September, often with two flight periods. It survives
the winter as larvae feeding beneath the bark until spring.

Evaluation_guideline: The answer should mention that the Cherry Bark Tortrix has one prolonged
generation per year, with an adult flight period from May to September, and that it

survives the winter as larvae feeding beneath the bark.

Listing 8: Question, answer and evaluation guideline used.

• Succinctness: We created a scoring sheet describing what succinct and verbose answers might contain. We
prompted GPT-4 with the scoring sheet, the ground truth answer, and the LLM answer, and asked for a grade
on a scale from 1 to 5. An example is provided in Table 9.

• Correctness: We created a scoring sheet describing what a complete, partially correct, or incorrect answer
should contain. We prompted GPT-4 with the scoring sheet, the ground truth answer, and the LLM answer,
and asked for a grade of correct, incorrect, partially correct. We provide two examples in Tables 10 and 11.

5 Experiments

The primary objective of the experiments section is to offer a comprehensive evaluation and analysis of various models
and their performance in generating Q&A pairs within the context of agricultural data and using these for RAG or
fine-tuning. This assessment is crucial as it provides insight into the performance of these models and their potential
applications in various settings. It further aids in identifying and understanding the strengths and weaknesses of different
models and techniques, thereby offering a foundation for future developments.

The experiments section is structured into several self-contained experiments, each focusing on a specific aspect of Q&A
generation and evaluation, RAG and fine-tuning. These experiments are designed to be independent yet complementary,
providing a multifaceted understanding of the performance of the models.

The experiments explore the following areas:

• Q&A Quality: This experiment assesses the quality of the generated Q&A pairs by three Large Language
Models (LLMs), namely GPT-3, GPT-3.5, and GPT-4, under different context setups. The quality is evaluated
based on several metrics including relevance, coverage, overlap, and diversity.

• Context Study: This experiment investigates the impact of different context setups on the performance of
the models in generating Q&A pairs. It evaluates the generated pairs under three context setups: no context,
context, and external context.

• Model to Metrics Calculation: This experiment compares how GPT-3.5 and GPT-4 behave when used to
calculate the metrics for assessing the quality of the Q&A pairs.
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Succinctness ↑
Score 5

Question What is the scientific name of the white pine weevil?

Answer The scientific name of the white pine weevil is Pissodes strobi.

Reference Answer Pissodes strobi

Explanation The response is on point and does not contain any additional information. The user is
able to understand the point quickly.

Score 2

Question What is the purpose of salting fish before smoking?

Answer The purpose of salting fish before smoking is to help remove moisture from the fish
and to preserve it by inhibiting the growth of bacteria. Salt draws out the moisture from
the surface of the fish, making it firm and creating a barrier that prevents bacteria from
multiplying. It also enhances the flavor of the fish and helps to prevent it from spoiling.
This process is commonly used in curing and preserving fish, and is an important step
in the preparation of smoked fish.

Reference Answer Salting fish before smoking preserves the fish by reducing its moisture content.

Explanation The predicted answer provides a lot of additional information about the process of
salting fish, including how it works and why it’s important. While this information
is relevant and informative, it goes beyond the scope of the original question, which
simply asked for the purpose of salting fish before smoking. Therefore, the response is
verbose.

Table 9: Examples of Succinctness scores for GPT-4 generated answers.

• Combined vs Separated Generation: This experiment explores the benefits of generating questions and
answers separately as opposed to generating them together, focusing on the efficiency in token usage.

• Retrieval Ablation Study: This experiment evaluates the retrieval capabilities of Retrieval-Augmented
Generation (RAG), a method that enhances the inherent knowledge of LLMs by providing additional context
during question answering.

• Fine-tuning: This experiment evaluates the performance of fine-tuned models versus base instruction-tuned
models. It aims to understand the potential of fine-tuning to help the models learn new knowledge.

In summary, each experiment sheds light on different aspects of the pipeline, offering a holistic understanding of the
performance of these models.

5.1 Q&A Quality

In the following experiments, we employed three LLMs, namely GPT-3, GPT-3.5 and GPT-4, to evaluate the quality of
generated Q&A pairs. The pairs were generated under different contexts: No context, Context, and External context
as explained in the next subsection 5.1.1. We used several metrics (defined on Section 4.1) to assess their quality,
including Relevance, Global Relevance, Coverage, Overlap, Diversity, Details, and Fluency. The LLMs assessed the
Q&A pairs on various metrics, scoring each on a scale from 1 to 5. For certain metrics such as Overlap and Diversity, we
incorporated intricate methods like Kullback-Leibler (KL) divergence and Word Mover’s Distance (WMD) to measure
the semantic similarity between the source text and the questions generated. The primary objective of this experimental
setup was to comprehend how different Q&A generation techniques can influence the quality of the resulting Q&A
pairs. We aimed to discern how various metrics perceive and gauge the quality of these pairs and to highlight any
significant disparities in their evaluations. This insight is crucial for refining the Q&A generation process, as it ensures
that the resulting content is informative, pertinent, diverse, and fluent.
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Correctness

Score Partially Correct

Question What are some factors to consider when focusing on soil health testing in vineyards?

Answer Based on the context information, some factors to consider when focusing on soil health testing
in vineyards include:

• Consistency with the timing of sampling and the soil testing lab.

• Understanding the interpretation of the measured value from the lab.

• Focusing testing on functions you want to improve.

• Keeping good records of lab results and vineyard management for long-term soil health
tracking.

• Not expecting changes to happen immediately.

• Assessing block variability for effective management.

• Having fun exploring soil through a new lens.

It’s important to note that these factors are not mutually exclusive and may overlap or interact
with each other in different ways. Additionally, the specific factors that are most important may
vary depending on the specific vineyard and its management goals.

Reference Answer Some factors to consider when focusing on soil health testing in vineyards include the functions
you want your soil to serve (e.g., supplying plant nutrients, reducing erosion, or increasing
aggregate stability), the cost of soil health testing, the frequency of sampling for different soil
properties, and the time it takes to see measurable differences after a change in management.

Explanation The answer mentions several factors to consider when focusing on soil health testing in vineyards,
such as consistency with the timing of sampling, understanding the interpretation of the measured
value, focusing on functions to improve, keeping good records, not expecting immediate changes,
assessing block variability, and having fun exploring soil. Although it does not directly mention
the cost of testing and the frequency of sampling, it covers other relevant factors and provides a
comprehensive response.

Table 10: Example of a partially correct answer. Although the answer contains many factors related to soil health
testing, it does not mention the cost of testing, an important factor.

Correctness

Score Correct

Question What is the concern with using herbicide-resistant wheat technology to control jointed goatgrass?

Answer The concern with using herbicide-resistant wheat technology to control jointed goatgrass is that
the genetic similarity between jointed goatgrass and wheat allows hybridization between the
two species, with the potential for movement of the resistance gene into a jointed goatgrass
population, resulting in herbicide-resistant jointed goatgrass. This can lead to the development
of herbicide-resistant weeds, which can reduce the effectiveness of herbicides and increase the
risk of weed resistance. Additionally, the use of herbicide-resistant wheat technology can lead to
the overuse of herbicides, which can have negative environmental impacts and contribute to the
development of herbicide-resistant weeds.

Reference Answer The concern with using herbicide-resistant wheat technology to control jointed goatgrass is
that the resistance genes could move from wheat into jointed goatgrass populations, potentially
creating herbicide-resistant jointed goatgrass.

Explanation The answer correctly identifies the concern with using herbicide-resistant wheat technology to
control jointed goatgrass, which is the potential for the resistance gene to move into a jointed
goatgrass population, resulting in herbicide-resistant jointed goatgrass. The answer also provides
additional information about the potential negative impacts of using herbicide-resistant wheat
technology, such as the overuse of herbicides and the development of herbicide-resistant weeds.
This additional information does not detract from the answer and provides a more comprehensive
response to the question.

Table 11: Example of fully correct answer. The answer contains all of the necessary information in the response, as
well as some additional relevant information, and is therefore rated as correct.

21



Context Question

No context What are some decision support tools that can help producers in the Pacific Northwest
understand the impacts of climate change and variability on their operations?

Context As a dryland farmer in the Inland Pacific Northwest, USA, how can decision support tools
help in adapting to climate change and its impacts on agricultural operations?

External context What decision support tools are available to agricultural decision-makers in the Inland Pacific
Northwest to help them understand how climate change and variability may affect their
operations?

Table 12: Examples of questions generated with no context, context and external context.

GPT version Context Coverage ↑ Prompt Size Diversity ↓ Overlap ↑ Relevance ↑ Fluency ↑

3 No context 3.67 12.05 1.16 1.04 4.74 4.78

3.5 No context 3.90 12.50 1.14 1.02 4.70 4.70

4 No context 3.97 14 1.13 0.98 4.80 4.80

3 Context 3.18 18.33 0.92 1.02 4.74 4.72

3.5 Context 3.78 16.99 1.06 0.98 4.73 4.73

4 Context 3.89 18.52 0.96 0.95 4.77 4.77

3 External context 3.21 17.77 0.93 1.04 4.75 4.77

3.5 External context 3.83 16.36 1.06 0.98 4.75 4.75

4 External context 3.97 19.44 0.93 0.96 4.81 4.81

Table 13: Metrics calculated for different combinations of context and model. For almost all metrics, higher values are
desirable, but for diversity, where smaller values indicate a more diverse set of questions.

5.1.1 Context Study

GPT-3, GPT-3.5, and GPT-4 models were tasked to generate Q&A pairs using three different context setups: no context,
context, and external context. The no context setup provided no specific information in the prompt. The context setup
included the location or state from where the document originated in the prompt. In the external context setup, additional
context obtained through the process outlined in Section 2.3 was included in the prompt. An example if provided in
Table 12. The performance of these models in generating Q&A pairs was assessed using various metrics as presented
in Table 13. These metrics provided insights into the coverage, size of the prompt, diversity, overlap, relevance, and
fluency of the generated Q&A pairs across the different context setups.

In the no context setup, GPT-4 has the highest Coverage and Size Prompt among the three models, suggesting that it
can cover more text sections but it generates more verbous questions. However, all three models have similar values for
Diversity, Overlap, Relevance, and Fluency. When the context is included, GPT-3.5 shows a slight increase in Coverage
compared to GPT-3, while GPT-4 maintains the highest value of Coverage. The Size Prompt is the largest for GPT-4,
indicating its capacity to generate more verbose questions and answers. In terms of Diversity and Overlap, all three
models show similar performance. For Relevance and Fluency, there’s a slight increase in GPT-4 compared to the other
models.

In the external context setup, similar trends are observed. GPT-4 has the highest Coverage and Size Prompt, while all
models show similar Diversity and Overlap. The Relevance and Fluency are slightly higher for GPT-4. In summary,
GPT-4 generally shows superior performance in terms of Coverage and Size Prompt across all context setups. The three
models show similar performance in terms of Diversity, Overlap, while GPT-4 has a slight edge in terms of Relevance
and Fluency.

Moreover, looking at each model, the no context setup seems to provide the best balance for GPT-4 in terms of average
coverage, diversity, overlap, relevance and fluency, but generates shorter Q&A pairs. The context setup leads to longer
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Evaluation Context Coverage ↑ Prompt Size Diversity ↓ Overlap ↑ Relevance ↑ Fluency ↑

GPT-3.5 No context 3.67 12.05 1.16 1.04 4.74 4.78

GPT-3.5 Context 3.18 18.33 0.92 1.02 4.74 4.72

GPT-3.5 External context 3.21 17.77 0.93 1.04 4.75 4.77

GPT-4 No context 4.34 13.14 0.74 0.80 4.12 4.81

GPT-4 Context 4.30 15.52 0.74 0.80 4.06 4.84

GPT-4 External context 4.50 15.64 0.77 0.81 4.20 4.83

Table 14: Metrics comparison when calculated using GPT-3.5 and GPT-4.

Q&As and a slight decrease in most metrics, except for the size. The external context setup, while generating the
longest Q&A, maintains the average coverage and sees a slight increase in average relevance and fluency.

In summary, the no context setup seems to provide the best balance for GPT-4 in terms of average coverage, diversity,
overlap, relevance and fluency, but generates shorter answers. The context setup leads to longer prompts and a slight
decrease in the other metrics. The external context setup, while generating the longest prompts, maintains the average
coverage and sees a slight increase in average relevance and fluency. Therefore, the choice between the three would
depend on the specific requirements of your task. If the length of the prompts is not being taken into consideration, the
external context could be the best choice due to the higher relevance and fluency scores.

In the different context setups, GPT-3 shows varying performance. The no context setup yields the best balance in terms
of average coverage, diversity, overlap, relevance, and fluency, but it generates the shortest prompts. When context is
included, there is a decrease in most metrics except for the size of the prompt, which increases. The external context
setup shows a slight improvement in coverage and diversity compared to the context setup and maintains the stability of
overlap, relevance, and fluency. However, it generates slightly shorter prompts than the context setup but longer than
the no context setup. Overall, GPT-3 performs best in a no context setup when considering all metrics but generates
shorter prompts.

For GPT-3.5, the no context setup results in reasonable performance in terms of diversity, overlap, relevance, and
fluency, with the average size prompt being relatively shorter. When context is included, there is an increase in average
coverage and diversity, while the average size prompt decreases. The external context setup sees a slight increase in
average coverage, relevance, and fluency compared to the context setup, with the average size prompt decreasing further.
While the context setup has the highest average coverage and diversity, the external context setup sees slight increases in
average relevance and fluency. The choice between these setups for GPT-3.5 would depend on the specific requirements,
with the external context setup potentially being the best choice if higher relevance and fluency scores are preferred.

5.1.2 Model to Metrics Calculation

Here, we compared how GPT-3.5 and GPT-4 behave when used to calculate the metrics presented on Section 4.1. The
results are shown in Table 14. Here, all questions and answers were generated in combination using GPT-3.

In terms of Coverage, which gauges how well the answer can be extracted from the provided context, the GPT-4 model
gives higher ratings across all contexts compared to the GPT-3.5 model. This suggests that GPT-4 may perceive the
generated Q&A pairs as more grounded in the available context than GPT-3.5.

When it comes to Diversity, a measure of the variety of generated questions, GPT-4 provides lower scores across all
contexts. This could indicate that GPT-4 perceives less semantic variation among the generated questions compared to
GPT-3.5. Looking at the Overlap metric, which assesses the semantic similarity between the generated question and the
source text, GPT-4 gives lower scores across all contexts. This suggests that GPT-4 perceives less semantic overlap
between the questions and the source text, implying more unique question generation.

In terms of Relevance, a measure of the informativeness of a generated Q&A pair from a farmer’s perspective, GPT-4
gives lower scores across all contexts compared to GPT-3.5. This could suggest that GPT-4 perceives the generated
Q&A pairs as less relevant to a farmer’s perspective than GPT-3.5. Finally, the Fluency metric, which assesses the
fluency and coherence of the generated text, shows that GPT-4 gives higher scores across all contexts. This suggests
that GPT-4 rates the generated questions as more fluent and natural-sounding compared to GPT-3.5.
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Generation Method Context Coverage ↑ Diversity ↓ Overlap ↑ Relevance ↑ Fluency ↑
Combined generation No context 3.97 1.13 0.98 4.80 4.80

Combined generation Context 3.89 0.96 0.95 4.77 4.77

Combined generation External context 3.97 0.93 0.96 4.81 4.81

Only questions No context 4.34 0.74 0.80 4.12 4.81

Only questions Context 4.30 0.74 0.80 4.06 4.84

Only questions External context 4.50 0.77 0.81 4.20 4.83

Table 15: Metrics generated for different combinations of context and generation method.

In conclusion, while GPT-4 generally rates the generated Q&A pairs as more fluent and grounded in context, it
also perceives them as less diverse and relevant compared to the ratings by GPT-3.5. These insights are crucial for
understanding how different models perceive and evaluate the quality of generated content.

However, when considering the two models, GPT-3.5 and GPT-4, one of the most noticeable differences is their
performance speed. GPT-3.5 tends to be faster compared to GPT-4. For example, when using Azure OpenAI,
gpt-35-turbo and gpt-35-turbo-16k generate between 240k and 300k tokens per minute depending on the
region. On the other hand, GPT-4 and GPT-4-32k generate between 20k and 80k depending on the region and model.
Considering this trade-off, the majority of the metrics for Q&A generation were calculated using GPT-3.5, while the
model evaluation metrics were calculated using GPT-4.

5.1.3 Combined vs Separated Generation

In another experiment, we explored the benefits of generating questions and answers separately as opposed to generating
them together. The primary advantage of this approach is the efficiency in token usage. By generating questions and
answers separately, fewer tokens are used, which can be particularly beneficial when working within the token limits of
language models.

Moreover, generating questions and answers separately opens up the possibility of using different approaches or models
for each component of the Q&A pair. For instance, one could utilize a Retrieval-Augmented Generation (RAG) model
or a fine-tuned language model for answering, thereby not being solely dependent on base language models. This
flexibility allows for a more tailored and potentially effective approach to Q&A generation. The metrics calculate
are presented on Table 15. The pairs or questions were generated using GPT-4 and the metrics were calculated using
GPT-3.5.

When assessing Coverage, which measures how well the generated content covers the text used, the only questions
method consistently performs better than combined generation across all contexts. This suggests that when the task is
to generate only questions from the text, the model is able to cover more ground. The combined generation method
generally has higher Diversity scores compared to the only questions method, indicating that it generates less varied
content.

Overlap, which measures the similarity between the generated content and the source material, is a little higher for the
combined generation method across all contexts. This suggests that the combined generation method produces content
that is more consistent with the source material. However, that could be due to the fact that the generated content is
longer and, because of that, more similar to the text used.

In terms of Relevance, the combined generation method outperforms the only questions method in all contexts. This
suggests that generating both questions and answers produces content that is more relevant to the context, when
considering a farmer perspective. On the other hand, we tested changing the prompt used to calculate Relevance and
removed the farmer perspective. With that, the score of both setups was extremely similar. Lastly, for Fluency, which
measures the readability and naturalness of the generated content, both methods perform similarly across all contexts,
indicating that both methods generate highly fluent content.

In summary, while the only questions method provides better coverage and desirable lower diversity, the combined
generation method scores higher in terms of overlap and relevance. Both methods perform similarly in terms of fluency.
Therefore, the choice between these two methods would depend on the specific requirements of the task. If the goal is
to cover more information and maintain more diversity, the only questions method would be preferred. However, if
maintaining close overlap with the source material, the combined generation method would be the better choice.
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Top-k Recall

1 61.9%

2 75.0%

3 81.5%

5 87.8%

10 93.6%

Table 16: Recall at different number of retrieved
snippets (top-k).

# of documents Recall@top-3

573 81.5%

847 79.5%

1249 78.1%

2460 76.0%

3888 75.0%

Table 17: Recall as the index size grows in number of
documents.

5.2 Retrieval Ablation Study

Retrieval-Augmented Generation (RAG) enhances the inherent knowledge of LLMs by providing additional context
during question answering. Especially in the agricultural context, these auxiliary snippets of information are crucial to
reduce hallucinations and tailor the answer to the geographic region or phenomenon of interest to the farmer. To properly
augment the LLM’s capabilities, RAG must be able to retrieve the relevant snippets from the corpus of supporting
documents. In this section, we perform an ablation study on RAG’s retrieval capabilities considering the agricultural
dataset explored in this work.

We measure recall to understand how well RAG retrieves the original content used to generate a question in our dataset.
The questions were generated based on the 573 documents of the Washington state benchmark dataset, and, for each
question, we stored the passage of text used as basis for its creation. Following the RAG setup detailed in Section 2.4,
our goal is to retrieve snippets that are contained in the original excerpt for a given question. In this context, recall
refers to how many times we are able to retrieve the original excerpt given a question. We aim for higher recall as LLMs
showed to be able to filter out unrelated pieces of information and highlight essential bits as long as the correct context
is present during the answer generation.

Initially, we investigate the impact of the number of snippets retrieved (i.e., top-k) and present the results in Table 16.
By considering more snippets, RAG is able to recover the original excerpt more consistently. Additionally, as we
split the documents into chunks when building the FAISS index, snippets may represent distinct parts of the original
document, covering complementary information that can be useful during answer generation. With this in mind, we
consider k = 3 snippets in the following experiments of this work, as it is able to recover the original passage more
than 80% of times without considerably increasing the input prompt size.

To ensure that the model can handle questions from various geographical contexts and phenomena, we might need
to expand the corpus of supporting documents to cover a wide range of topics. As we consider more documents,
we anticipate the index will grow in size. This could potentially increase the number of collisions among similar
snippets during the retrieval process, hindering our ability to recover the relevant information for the input question,
thus decreasing our recall. To evaluate this behavior, we incrementally rebuild the FAISS index, adding documents
from other states besides Washington. We compute recall@top-3 on the Washington benchmark dataset for each setup
and report the results in Table 17. With more documents, recall decreases as collisions become more common. Despite
that, the relevant context is retrieved more than 75% of cases even when the index increases sixfold (from 573 to 3888
documents).

5.3 Fine-tuning

In this section, we evaluate the performance of fine-tuned models versus base instruction-tuned models. The fine-tuned
models are trained on a dataset of questions extracted from the Washington state dataset, a comprehensive collection
of 573 documents entailing approximately 2 million tokens. The answers for the questions were generated from
the Llama2-13B-chat model with RAG. The evaluation dataset is composed of 273 human-curated for the state of
Washington. Each sample in the evaluation dataset consists of a question and an evaluation guideline that describes the
contents of a desirable answer. We generated answers for both base and fine-tuned models with and without RAG, and
used the metrics discussed in 4.3 to evaluate the answers.

For base models, we evaluated the open source models Llama2-13B-chat and Vicuna-13B-v1.5-16k. Both models
are relatively small, and represent an interesting trade-off of compute vs performance. Both models are fine-tuned
version of Llama2-13B using different methods. Llama2-13B-chat was instruction-tuned via supervised fine-tuning and
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Model Fine-tuned Accuracy +RAG

Llama-2-chat 13B 76% ±2% 75% ±2%

Vicuna 72% ±2% 79% ±2%

GPT-4 75% ±3% 80% ±4%

Llama2 13B ✓ 68% ±3% 77% ±2%

GPT-4 ✓ 81%±5% 86% ±2%

Table 18: Accuracy of base and fine-tuned models with and without RAG.

reinforcement learning (RLHF) Ouyang et al. (2022); Touvron et al. (2023b). Vicuna-13B-v1.5-16k is instruction-tuned
via supervised fine-tuning on the ShareGPT dataset Zheng et al. (2023). Additionally, we also evaluated base GPT-4, as
a larger, more expensive and more capable alternative. For fine-tuned models, we fine-tune Llama2-13B directly on
agriculture data, in order to compare its performance against similar models tuned for more generic tasks. We also
fine-tune GPT-4, in order to evaluate if fine-tuning can still be helpful on very large models.

5.3.1 Evaluation with Guideline

The results for Evaluation with Guideline are shown in Table 18. In the baseline scenario, GPT-4 emerged as the top
performer when integrated with RAG, securing a score of 80%. Vicuna and Llama2-chat 13B trailed closely, scoring
79% and 75%, respectively. It is noteworthy that the results of GPT-4 and Llama2-chat 13B without the integration of
RAG were quite similar. When it came to the fine-tuned models, GPT-4 displayed exceptional performance, securing an
accuracy of 86% with RAG and 81% without RAG. These findings underscore the consistent superior performance of
GPT-4 across all scenarios.

To further illustrate the performance of these models, we have provided in Table 21 a few examples of a single question
and the diverse responses generated by different models. These models include the reference answer model, Vicuna,
Vicuna integrated with RAG, GPT-4, and GPT-4 post-fine-tuning. The variation in answers from these different models
serves to contextualize and elaborate on the performance metrics presented in Table 21.

This table presents a comparative analysis of responses generated by different AI models to a specific question about
the main concern of blowing dust from excessively tilled fallow fields in the low precipitation wheat production region
of the Inland Pacific Northwest. The reference answer, serving as the benchmark, is "Soil loss and air quality."

Starting with the Vicuna + RAG model, it offers a succinct response that aligns well with the reference answer,
addressing both soil loss and air quality issues. This model is one of the best performers in terms of directly addressing
the reference answer in a concise manner. The Llama2 13B + RAG and Llama2 13B fine-tuned models provide
responses that are relevant, but they do not directly address soil loss, which is a significant part of the reference answer.
The Llama2 13B fine-tuned + RAG model addresses both air quality and health issues related to PM10 emissions, but it
doesn’t explicitly mention soil loss.

GPT-4’s response is the most comprehensive, covering a wide array of concerns. However, its answer might be seen as
too extensive for those seeking a more direct answer. The GPT-4 + RAG model provides a clear and concise response
that directly addresses the reference answer. It highlights soil loss, reduced air quality, and the health risks associated
with inhaling dust, making it one of the best performers. The GPT-4 fine-tuned model offers an in-depth response
that focuses on soil loss and indirectly addresses air quality through mentions of air pollution and climate change. Its
answer, while comprehensive, aligns well with the reference answer, making it another top performer. Finally, the
GPT-4 fine-tuned + RAG model provides a detailed answer that directly addresses both soil loss and air quality concerns.
It also provides additional context about the characteristics of the soil and emissions in the region, making it one of the
most accurate and informative models.

5.3.2 Succinctness

To comprehensively measure the quality of the responses, we evaluated responses for succinctness in addition to the
accuracy. As shown above, responses can be excessively long and detract from the quality of the responses. Across the
models, RAG integration leads to more succinctness of responses (Table 19, as the responses are typically focused on
the context provided. GPT-4+RAG tends to provide the most succinct responses, with a score of 3.2 out of 5, though we
do not see this improvement with fine-tuned GPT-4+RAG. Depending on user preference or the specific use case, more
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Model Fine-tuned Succintness ↑ +RAG

Llama-2-chat 13B 2.1 2.8

Vicuna 2.7 3.1

GPT-4 2.3 3.2

Llama2 13B ✓ 2.7 2.8

GPT-4 ✓ 2.5 2.5

Table 19: Succinctness of base and fine-tuned models with and without RAG, on a scale from 1 (verbose) to 5 (succinct).

Model Fine-tuned Fully correct (%) +RAG

Llama-2-chat 13B 32% 49%

Vicuna 28% 56%

GPT-4 36% 60%

Llama2 13B ✓ 29% 49%

GPT-4 ✓ 45% 61%

Table 20: Percent of answers that were fully correct, for base and fine-tuned models with and without RAG.

or less verbose answers may be preferred. This should be considered in addition to accuracy, especially for models
demonstrating similar performance.

5.3.3 Correctness

The examples in Table 21 show that these models do not consistently provide a full answer to the question. For example,
some responses note soil loss but not air quality as a concern (or vice versa). We therefore also prompted GPT-4 to
evaluate the answers on whether they were fully correct. Similar to the valuation with a guideline, we see that GPT-4
and LLama-2-chat 13B outperform Vicuna. With the addition of RAG, we see a large increase in the percent of answers
that are fully correct for all models. As with succinctness, we observe that RAG focuses responses on the most relevant
subset of information. We see the biggest improvement for Vicuna with the addition of RAG, going from 28% to 56%
fully correct. Fine-tuned GPT-4 outperforms the rest of the models with and without RAG, with 45% and 61% of
responses fully correct, respectively.

In conclusion, in this example, the best performing models in terms of accurately and succinctly addressing the reference
answer are Vicuna + RAG, GPT-4 + RAG, GPT-4 fine-tuned, and GPT-4 fine-tuned + RAG. These models provide a
balanced mix of precision, conciseness, and depth of information.

5.4 Knowledge Discovery

Our study aimed to explore the potential of fine-tuning to help GPT-4 learn new knowledge, which is crucial for applied
research. To test this, we selected questions across the 50 states in the US that were similar across at least three states.
We then computed the cosine similarity from the embeddings and identified a list of 1000 such questions. These
questions were removed from the training set, and we used both fine-tuning and fine-tuning with RAG to assess whether
GPT-4 could learn new knowledge based on similarities across different states.

The results from our study, as shown in Table 22, were quite promising. The data revealed that GPT-4 was only able to
learn 47% of the new knowledge presented to it. However, with the help of fine-tuning, we were able to significantly
increase this percentage. Specifically, the fine-tuned model was able to learn up to 72% and 74% of the new knowledge,
depending on whether we used RAG or not. This upper bound represents the maximum amount of new knowledge that
the model could have learned, given the data it was presented with.

It is worth noting that the potential applications of this research are numerous. For instance, consider a scenario where
we need to evaluate the impact of a particular pest or disease on corn. In some cases, we may not have access to advisory
information specific to our region. However, we may have access to advisory information from a similar region, which
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Reference Question What is the main concern of blowing dust from excessively tilled fallow fields in the low
precipitation wheat production region of the Inland Pacific Northwest?

Reference Answer Soil loss and air quality.

Vicuna The main concern of blowing dust from excessively tilled fallow fields in the low precipitation
wheat production region of the Inland Pacific Northwest is soil erosion and loss of topsoil. The
region has a semi-arid climate with low precipitation, which makes it prone to wind erosion.
When fields are tilled excessively, the soil becomes loose and can be easily blown away by strong
winds, leading to a loss of topsoil and a reduction in soil fertility. This can have a negative impact
on crop yields and the long-term productivity of the land. Additionally, blowing dust can also
pose health risks to people living in the area, as it can contain harmful pollutants and particles.

Vicuna + RAG The main concern of blowing dust from excessively tilled fallow fields in the low precipitation
wheat production region of the Inland Pacific Northwest is the reduced air quality and increased
soil losses due to the repeated tillage practices.

Llama2 13B + RAG Based on the information provided, the main concern of blowing dust from excessively tilled
fallow fields in the low precipitation wheat production region of the Inland Pacific Northwest is
the negative impact on air quality due to the inhalation of the dust into lung tissue.

Llama2 13B fine-tuned Based on the information provided, the main concern of blowing dust from excessively tilled
fallow fields in the low precipitation wheat production region of the Inland Pacific Northwest is
soil erosion.

Llama2 13B fine-tuned
+ RAG

Based on the context information provided, the main concern of blowing dust from excessively
tilled fallow fields in the low precipitation wheat production region of the Inland Pacific North-
west is reduced air quality and respiratory health issues due to PM10 emissions.

GPT-4 The main concern of blowing dust from excessively tilled fallow fields in the low precipitation
wheat production region of the Inland Pacific Northwest is its potential negative impact on air
quality, human health, crop yields, soil erosion, and ecosystem health. The excessive tillage
of fallow fields can lead to the loss of topsoil, organic matter, and nutrients, making the soil
more vulnerable to erosion and dust generation. The blown dust can reduce visibility, increase
respiratory problems, and deposit harmful pollutants, such as herbicides and pesticides, far
away from their target areas. The dust can also damage crops by smothering the leaf surface,
reducing photosynthesis, and increasing water stress. Moreover, the eroded soil and dust can
affect the water quality of nearby streams and rivers by increasing sedimentation and nutrient
loading. Therefore, it is crucial to adopt sustainable and innovative farming practices, such as
conservation tillage, crop rotation, cover crops, and windbreaks, to reduce the negative impacts
of dust and erosion while maintaining crop productivity.

GPT-4 + RAG The main concern of blowing dust from excessively tilled fallow fields in the low precipitation
wheat production region of the Inland Pacific Northwest is that it leads to repeated soil losses,
reduced air quality, and poses a health risk when inhaled into lung tissue.

GPT-4 fine-tuned The main concern of blowing dust from excessively tilled fallow fields in the low precipitation
wheat production region of the Inland Pacific Northwest is the loss of soil organic matter and
nutrients, which can lead to soil degradation and reduced crop yields. Additionally, blowing
dust can cause air pollution and contribute to climate change. It is important to implement
conservation tillage practices, such as no-till or reduced-till farming, to minimize soil disturbance
and reduce the risk of blowing dust.

GPT-4 fine-tuned +
RAG

Based on the information provided, the main concern of blowing dust from excessively tilled
fallow fields in the low precipitation wheat production region of the Inland Pacific Northwest
is the loss of soil and reduced air quality. The text states that blowing dust leads to repeated
soil losses and reduced air quality, and that wind erosion and dust emissions mostly occur in
low precipitation areas with sandy silt loam soils that are poorly aggregated and dominated
by particulates 100 micrometers in diameter. Additionally, the text notes that excessive tillage
during summer fallow pulverizes soil clods and buries residue, which can contribute to soil loss
and reduced air quality.

Table 21: Comparison of answers provided by different models for a reference question.

28



Model GPT-4 Fine-tuned Fine-tuned+RAG

Similar 47% 72% 74%

Somewhat similar 49% 27% 25%

Not similar 4% 1% 1%

Table 22: Accuracy of the base models and the fine-tuned models with and without RAG.

Model RAG Fine-tuning

Cost – input token size Increased Prompt Size Minimal

Cost – output token size More verbose, harder to steer Precise, tuned for brevity

Initial cost Low – creating embeddings High – fine-tuning

Accuracy Effective Effective

New Knowledge If data is in context New skill in domain

Table 23: Insights on RAG vs Fine-tunning.

could still be useful. By leveraging fine-tuning and RAG, we can help the model learn this new knowledge and apply it
to our specific situation.

The results from Table 22 demonstrate that GPT-4 learned just 47% of this new knowledge and with fine-tuning we
were able to get this number way higher to 72% and 74% with RAG and the fine-tuned model. Interestingly, this can be
defined as the upper bound of what the model could have learned.

6 Conclusion

This study aimed to establish a baseline for assessing the capabilities of large language models, such as LLama 2,
GPT-3.5 and GPT-4, in addressing complex problems in agriculture. By evaluating their performance when using
RAG or/and fine-tuning, the study provides valuable insights into the strengths and limitations of LLMs within the
agricultural domain.

The primary contributions of the paper include the establishment of performance baselines for LLMs when using RAG
or fine-tuning as it presents different benefits and costs. RAG, known for improving accuracy in large models, is highly
effective in instances where data is contextually relevant, such as in the interpretation of farm data. The low initial
cost of creating embeddings, which are vector representations of data, makes RAG an attractive option. However, it is
important to consider that the input token size can increase the prompt size, and the output token size tends to be more
verbose and harder to steer.

On the other hand, fine-tuning offers a precise, succinct output that is attuned to brevity. It is highly effective and
presents opportunities to learn new skills in a specific domain, like improving crop yield predictions or optimizing
irrigation schedules based on weather patterns. However, the initial cost is high due to the extensive work required
to fine-tune the model on new data. In addition, fine-tuning necessitates minimal input token size, making it a more
efficient option for handling large data sets. A comparison between two approaches is presented on Table 23.

This research also serves as a pioneering step in establishing a pipeline for the application of RAG and fine-tuning
techniques in various LLMs, enabling innovation and collaboration across multiple industries. With our initial focus
on agriculture, we have demonstrated how these strategies can lead to more efficient models starting from the Q&A
generation process.

In this study, we also demonstrated how to generate relevant question and answers for datasets for specific industries,
by leveraging structured document understanding, together with GPT-4 for question generation, and RAG for answer
generation. The questions generated were highly specific to the respective sections they were derived from, and the
model was able to utilize the entire text for generating insightful and comprehensive answers. Our exploration indicated
that generating questions and answers separately leads to efficient token usage, opening up the possibility of using
different models or approaches for each component of the Q&A pair. We also proposed a series of metrics to properly
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evaluate the quality of the generated questions relative to the information contained in the original documents, and
showcased multiple metrics for measuring the quality of the RAG-generated answers.

As we progress, it is essential to continually refine our comprehension of different LLMs’ capabilities, including
RAG and fine-tuning. Even though GPT-4 consistently outperformed other models, the costs associated with its
fine-tuning and inference cannot be ignored and are an important trade off to consider. In conclusion, while both
RAG and fine-tuning are effective techniques, their suitability would depend on the specific application, the nature
and size of the data set, and the resources available for model development. Nevertheless, this work paves the way
for further investigations on how to best combine the two approaches and further explorations on dataset generation
pipelines for industry-specific LLM applications. As future work, further investigation of the kind of knowledge the
fine-tuned model gains is going to be important, more investigation in how to improve structured extraction from the
documents and leverage when developing systems using LLMs. Another exciting direction is on how to combine the
structured information from PDFs with images and captions from the same documents to enable multi-modal fine-tuning
opportunities.

30



References
Grobid. https://github.com/kermitt2/grobid, 2008–2023.
Guidance framework. https://github.com/guidance-ai/guidance/tree/main, 2023.
Vaibhav Adlakha, Parishad BehnamGhader, Xing Han Lu, Nicholas Meade, and Siva Reddy. Evaluating Correctness

and Faithfulness of Instruction-Following Models for Question Answering, July 2023. URL http://arxiv.org/
abs/2307.16877. arXiv:2307.16877 [cs].

AI4Finance-Foundation. Fingpt. https://github.com/AI4Finance-Foundation/FinGPT, 2022.
S.A. Alowais, S.S. Alghamdi, N. Alsuhebany, et al. Revolutionizing healthcare: the role of artificial intelligence in

clinical practice. BMC Medical Education, 23:689, 2023. doi: 10.1186/s12909-023-04698-z.
BeautifulSoup. Beautifulsoup, 2023. URL https://beautiful-soup-4.readthedocs.io/.
Sébastien Bubeck, Varun Chandrasekaran, Ronen Eldan, Johannes Gehrke, Eric Horvitz, Ece Kamar, Peter Lee, Yin Tat

Lee, Yuanzhi Li, Scott Lundberg, Harsha Nori, Hamid Palangi, Marco Tulio Ribeiro, and Yi Zhang. Sparks of
artificial general intelligence: Early experiments with gpt-4, 2023.

Ranveer Chandra, Swami Manohar, Tusher Chakraborty, Jian Ding, Zerina Kapetanovic, Peeyush Kumar,
and Deepak Vasisht. Democratizing data-driven agriculture using affordable hardware. IEEE Mi-
cro, 42(1):69–77, January 2022. URL https://www.microsoft.com/en-us/research/publication/
democratizing-data-driven-agriculture-using-affordable-hardware/.

Tianqi Chen, Bing Xu, Chiyuan Zhang, and Carlos Guestrin. Training Deep Nets with Sublinear Memory Cost, April
2016. URL http://arxiv.org/abs/1604.06174. arXiv:1604.06174 [cs].

Cheng-Han Chiang and Hung-yi Lee. Can Large Language Models Be an Alternative to Human Evaluations?, May
2023. URL http://arxiv.org/abs/2305.01937. arXiv:2305.01937 [cs].

TEI Consortium. Tei p5: Guidelines for electronic text encoding and interchange, 2023. URL http://www.tei-c.
org/Guidelines/P5/.

Dorottya Demszky, Diyi Yang, David S Yeager, Christopher J Bryan, Margarett Clapper, Susannah Chandhok, Jo-
hannes C Eichstaedt, Cameron Hecht, Jeremy Jamieson, Meghann Johnson, et al. Using large language models in
psychology. Nature Reviews Psychology, pages 1–14, 2023.

Yann Dubois, Xuechen Li, Rohan Taori, Tianyi Zhang, Ishaan Gulrajani, Jimmy Ba, Carlos Guestrin, Percy Liang, and
Tatsunori B. Hashimoto. AlpacaFarm: A Simulation Framework for Methods that Learn from Human Feedback,
August 2023. URL http://arxiv.org/abs/2305.14387. arXiv:2305.14387 [cs].

Xinyang Geng and Hao Liu. Openllama: An open reproduction of llama, May 2023. URL https://github.com/
openlm-research/open_llama.

Priya Goyal, Piotr Dollár, Ross Girshick, Pieter Noordhuis, Lukasz Wesolowski, Aapo Kyrola, Andrew Tulloch,
Yangqing Jia, and Kaiming He. Accurate, Large Minibatch SGD: Training ImageNet in 1 Hour, April 2018. URL
http://arxiv.org/abs/1706.02677. arXiv:1706.02677 [cs].

Edward J Hu, Yelong Shen, Phillip Wallis, Zeyuan Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and Weizhu Chen.
Lora: Low-rank adaptation of large language models. arXiv preprint arXiv:2106.09685, 2021.

Jeff Johnson, Matthijs Douze, and Hervé Jégou. Billion-scale similarity search with GPUs. IEEE Transactions on Big
Data, 7(3):535–547, 2019.

Ehsan Kamalloo, Nouha Dziri, Charles Clarke, and Davood Rafiei. Evaluating Open-Domain Question Answering in
the Era of Large Language Models. In Proceedings of the 61st Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 5591–5606, Toronto, Canada, July 2023. Association for Computational
Linguistics. doi: 10.18653/v1/2023.acl-long.307. URL https://aclanthology.org/2023.acl-long.307.

J. Kim, S. Lee, S. Lee, and M. Kim. A deep learning–based approach for predicting anticancer drug response using
gene expression profiles. Nature Computational Science, 3(1):1–11, 2023. doi: 10.1038/s43856-023-00370-1.

Diederik P. Kingma and Jimmy Ba. Adam: A Method for Stochastic Optimization, January 2017. URL http:
//arxiv.org/abs/1412.6980. arXiv:1412.6980 [cs].

Peeyush Kumar, Ranveer Chandra, Chetan Bansal, Shivkumar Kalyanaraman, Tanuja Ganu, and Michael Grant. Micro-
climate prediction-multi scale encoder-decoder based deep learning framework. In Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining, pages 3128–3138, 2021.

Matt Kusner, Yu Sun, Nicholas Kolkin, and Killian Weinberger. From word embeddings to document distances.
International Conference on Machine Learning, pages 957–966, 2015.

31

https://github.com/kermitt2/grobid
https://github.com/guidance-ai/guidance/tree/main
http://arxiv.org/abs/2307.16877
http://arxiv.org/abs/2307.16877
https://github.com/AI4Finance-Foundation/FinGPT
https://beautiful-soup-4.readthedocs.io/
https://www.microsoft.com/en-us/research/publication/democratizing-data-driven-agriculture-using-affordable-hardware/
https://www.microsoft.com/en-us/research/publication/democratizing-data-driven-agriculture-using-affordable-hardware/
http://arxiv.org/abs/1604.06174
http://arxiv.org/abs/2305.01937
http://www.tei-c.org/Guidelines/P5/
http://www.tei-c.org/Guidelines/P5/
http://arxiv.org/abs/2305.14387
https://github.com/openlm-research/open_llama
https://github.com/openlm-research/open_llama
http://arxiv.org/abs/1706.02677
https://aclanthology.org/2023.acl-long.307
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1412.6980


Patrick Lewis, Yuxiang Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Veselin
Stoyanov, and Luke Zettlemoyer. Retrieval-augmented generation for knowledge-intensive nlp tasks. In Proceedings
of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP), 2020.

Beibin Li, Konstantina Mellou, Bo Zhang, Jeevan Pathuri, and Ishai Menache. Large language models for supply chain
optimization. arXiv preprint arXiv:2307.03875, 2023.

Chin-Yew Lin. ROUGE: A package for automatic evaluation of summaries. In Text Summarization Branches Out, pages
74–81, Barcelona, Spain, July 2004. Association for Computational Linguistics. URL https://aclanthology.
org/W04-1013.

Ilya Loshchilov and Frank Hutter. SGDR: Stochastic Gradient Descent with Warm Restarts, May 2017. URL
http://arxiv.org/abs/1608.03983. arXiv:1608.03983 [cs, math].

Ilya Loshchilov and Frank Hutter. Decoupled Weight Decay Regularization. arXiv:1711.05101 [cs, math], January
2019. URL http://arxiv.org/abs/1711.05101. arXiv: 1711.05101.

Paulius Micikevicius, Sharan Narang, Jonah Alben, Gregory Diamos, Erich Elsen, David Garcia, Boris Ginsburg,
Michael Houston, Oleksii Kuchaiev, Ganesh Venkatesh, and Hao Wu. Mixed Precision Training, February 2018.
URL http://arxiv.org/abs/1710.03740. arXiv:1710.03740 [cs, stat].

Microsoft. Farmvibes: Precision agriculture with ai, 2021. URL https://github.com/microsoft/farmvibes-ai.
GitHub repository.

Microsoft. Azureml metrics python package, 2023. URL https://pypi.org/project/azureml-metrics/.
Python Package Index repository.

Sewon Min, Kalpesh Krishna, Xinxi Lyu, Mike Lewis, Wen-tau Yih, Pang Wei Koh, Mohit Iyyer, Luke Zettlemoyer,
and Hannaneh Hajishirzi. FActScore: Fine-grained Atomic Evaluation of Factual Precision in Long Form Text
Generation, May 2023. URL http://arxiv.org/abs/2305.14251. arXiv:2305.14251 [cs].

Jianmo Ni, Chen Qu, Jing Lu, Zhuyun Dai, Gustavo Hernandez Abrego, Ji Ma, Vincent Zhao, Yi Luan, Keith Hall,
Ming-Wei Chang, and Yinfei Yang. Large Dual Encoders Are Generalizable Retrievers. In Proceedings of the 2022
Conference on Empirical Methods in Natural Language Processing, pages 9844–9855, Abu Dhabi, United Arab
Emirates, December 2022. Association for Computational Linguistics. doi: 10.18653/v1/2022.emnlp-main.669.
URL https://aclanthology.org/2022.emnlp-main.669.

Harsha Nori, Nicholas King, Scott Mayer McKinney, Dean Carignan, and Eric Horvitz. Capabilities of gpt-4 on medical
challenge problems. arXiv preprint arXiv:2303.13375, 2023.

OpenAI. Gpt-4 technical report. arXiv preprint arXiv:2303.08774, 2023. URL https://doi.org/10.48550/arXiv.
2303.08774.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong Zhang, Sand-
hini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton, Fraser Kelton, Luke Miller, Maddie
Simens, Amanda Askell, Peter Welinder, Paul F Christiano, Jan Leike, and Ryan Lowe. Training language
models to follow instructions with human feedback. In S. Koyejo, S. Mohamed, A. Agarwal, D. Belgrave,
K. Cho, and A. Oh, editors, Advances in Neural Information Processing Systems, volume 35, pages 27730–27744.
Curran Associates, Inc., 2022. URL https://proceedings.neurips.cc/paper_files/paper/2022/file/
b1efde53be364a73914f58805a001731-Paper-Conference.pdf.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing Zhu. Bleu: a method for automatic evaluation of
machine translation. In Pierre Isabelle, Eugene Charniak, and Dekang Lin, editors, Proceedings of the 40th
Annual Meeting of the Association for Computational Linguistics, pages 311–318, Philadelphia, Pennsylvania,
USA, July 2002. Association for Computational Linguistics. doi: 10.3115/1073083.1073135. URL https:
//aclanthology.org/P02-1040.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming
Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Köpf, Edward Yang, Zach DeVito, Martin Raison,
Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. PyTorch: An
Imperative Style, High-Performance Deep Learning Library, December 2019. URL http://arxiv.org/abs/
1912.01703. arXiv:1912.01703 [cs, stat].

PDF2Text. Pdf2text, 2023. URL https://github.com/jalan/pdftotext. GitHub repository.

PyPDF. Pypdf, 2023. URL https://github.com/py-pdf/pypdf. GitHub repository.

Samyam Rajbhandari, Jeff Rasley, Olatunji Ruwase, and Yuxiong He. ZeRO: Memory Optimizations Toward Training
Trillion Parameter Models, May 2020. URL http://arxiv.org/abs/1910.02054. arXiv:1910.02054 [cs, stat]
version: 3.

32

https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
http://arxiv.org/abs/1608.03983
http://arxiv.org/abs/1711.05101
http://arxiv.org/abs/1710.03740
https://github.com/microsoft/farmvibes-ai
https://pypi.org/project/azureml-metrics/
http://arxiv.org/abs/2305.14251
https://aclanthology.org/2022.emnlp-main.669
https://doi.org/10.48550/arXiv.2303.08774
https://doi.org/10.48550/arXiv.2303.08774
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://aclanthology.org/P02-1040
https://aclanthology.org/P02-1040
http://arxiv.org/abs/1912.01703
http://arxiv.org/abs/1912.01703
https://github.com/jalan/pdftotext
https://github.com/py-pdf/pypdf
http://arxiv.org/abs/1910.02054


Nils Reimers and Iryna Gurevych. Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks, August
2019. URL http://arxiv.org/abs/1908.10084. arXiv:1908.10084 [cs].

Somya Sharma, Swati Sharma, Licheng Liu, Rishabh Tushir, Andy Neal, Robert Ness, John Crawford, Emre Kiciman,
and Ranveer Chandra. Knowledge guided representation learning and causal structure learning in soil science, 2023.

Bruno Silva, Leonardo Nunes, VIjay Estevão, Robertp amd Aski, and Ranveer Chandra. GPT-4 as an agronomist
assistant? answering agriculture exams using large language models. arXiv:2310.06225v2, 2023.

Vena Solutions. Microsoft copilot impact on finance, 2022. URL https://www.venasolutions.com/blog/
microsoft-copilot-impact-on-finance.

A J Thirunavukarasu, D S J Ting, K Elangovan, et al. Large language models in medicine. Nature Medicine, 29:
1930–1940, 2023. doi: 10.1038/s41591-023-02448-8. URL https://doi.org/10.1038/s41591-023-02448-8.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier Martinet, Marie-Anne Lachaux, Timothée Lacroix, Baptiste
Rozière, Naman Goyal, Eric Hambro, Faisal Azhar, Aurelien Rodriguez, Armand Joulin, Edouard Grave, and
Guillaume Lample. LLaMA: Open and Efficient Foundation Language Models, February 2023a. URL http:
//arxiv.org/abs/2302.13971. arXiv:2302.13971 [cs].

Hugo Touvron, Louis Martin, Kevin Stone, Peter Albert, Amjad Almahairi, Yasmine Babaei, Nikolay Bashlykov,
Soumya Batra, Prajjwal Bhargava, Shruti Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton Ferrer, Moya Chen,
Guillem Cucurull, David Esiobu, Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller, Cynthia Gao, Vedanuj
Goswami, Naman Goyal, Anthony Hartshorn, Saghar Hosseini, Rui Hou, Hakan Inan, Marcin Kardas, Viktor
Kerkez, Madian Khabsa, Isabel Kloumann, Artem Korenev, Punit Singh Koura, Marie-Anne Lachaux, Thibaut Lavril,
Jenya Lee, Diana Liskovich, Yinghai Lu, Yuning Mao, Xavier Martinet, Todor Mihaylov, Pushkar Mishra, Igor
Molybog, Yixin Nie, Andrew Poulton, Jeremy Reizenstein, Rashi Rungta, Kalyan Saladi, Alan Schelten, Ruan Silva,
Eric Michael Smith, Ranjan Subramanian, Xiaoqing Ellen Tan, Binh Tang, Ross Taylor, Adina Williams, Jian Xiang
Kuan, Puxin Xu, Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan, Melanie Kambadur, Sharan Narang, Aurelien
Rodriguez, Robert Stojnic, Sergey Edunov, and Thomas Scialom. Llama 2: Open Foundation and Fine-Tuned Chat
Models, July 2023b. URL http://arxiv.org/abs/2307.09288. arXiv:2307.09288 [cs].

Vanti. How llm applications are revolutionizing the manufacturing industry, 2023. URL https://www.vanti.ai/
how-llm-applications-are-revolutionizing-the-manufacturing-industry/.

Deepak Vasisht, Zerina Kapetanovic, Jongho Won, Xinxin Jin, Ranveer Chandra, Sudipta Sinha, Ashish Kapoor,
Madhusudhan Sudarshan, and Sean Stratman. FarmBeats: An IoT platform for data-driven agriculture. In 14th
USENIX Symposium on Networked Systems Design and Implementation (NSDI 17), pages 515–529, 2017.

Mingmin Zhao, Peder Olsen, and Ranveer Chandra. Seeing through clouds in satellite images. IEEE Transactions on
Geoscience and Remote Sensing, 2023.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin, Zhuohan Li,
Dacheng Li, Eric P. Xing, Hao Zhang, Joseph E. Gonzalez, and Ion Stoica. Judging LLM-as-a-Judge with MT-Bench
and Chatbot Arena, October 2023. URL http://arxiv.org/abs/2306.05685. arXiv:2306.05685 [cs].

Lianghui Zhu, Xinggang Wang, and Xinlong Wang. JudgeLM: Fine-tuned Large Language Models are Scalable Judges,
October 2023. URL http://arxiv.org/abs/2310.17631. arXiv:2310.17631 [cs].

Zyte. Scrapy, 2023. URL https://scrapy.org/.

33

http://arxiv.org/abs/1908.10084
https://www.venasolutions.com/blog/microsoft-copilot-impact-on-finance
https://www.venasolutions.com/blog/microsoft-copilot-impact-on-finance
https://doi.org/10.1038/s41591-023-02448-8
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/2307.09288
https://www.vanti.ai/how-llm-applications-are-revolutionizing-the-manufacturing-industry/
https://www.vanti.ai/how-llm-applications-are-revolutionizing-the-manufacturing-industry/
http://arxiv.org/abs/2306.05685
http://arxiv.org/abs/2310.17631
https://scrapy.org/

	Introduction
	Methodology
	Data Acquisition
	PDF Information Extraction
	Question Generation
	Answer Generation
	Fine-tuning

	Dataset Overview
	USA
	Brazil
	India

	Metrics
	Question Evaluation
	Answer Evaluation
	Model Evaluation

	Experiments
	Q&A Quality
	Context Study
	Model to Metrics Calculation
	Combined vs Separated Generation

	Retrieval Ablation Study
	Fine-tuning
	Evaluation with Guideline
	Succinctness
	Correctness

	Knowledge Discovery

	Conclusion

